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ABSTRACT: The performance of multipole (MTP) and point charge (PC) force fields in classical molecular dynamics (MD) simulations of condensed-phase systems for both equilibrium and dynamical quantities is compared. MTP electrostatics provides an improved description of the anisotropic electrostatic potential, which is especially important to describe key, challenging interactions, such as lone pairs, π-interactions, and hydrogen bonds. These chemical environments are probed by focusing on the hydration properties of two molecules: N-methylacetamide and phenyl bromide. Both, equilibrium and dynamical, quantities are affected by the quality of the electrostatic model. The alteration of the first solvation shell in MTP simulations is validated by comparing with lifetimes and correlation times of solute−solvent interactions from experiment. The improved dynamical behavior found in the MTP simulations—observed for molecules parametrized using very different protocols—suggests that a systematic improvement of both equilibrium and dynamical quantities when using MTP electrostatics is possible.

INTRODUCTION

All-atom simulations of large molecules over long time scales usually rely on an empirical expression for the intermolecular interactions, i.e., a force field. The force field energy is conveniently decomposed into bonded and nonbonded terms, which are parametrized from ab initio or experimental data. The electrostatic term often dominates intermolecular interactions, in particular for polar systems, making the electrostatic energy an important target for a realistic description of the interactions. The electrostatic energy function is usually parametrized in terms of PCs, even though this model is not sufficiently flexible to account for certain features of the complex molecular charge distribution. Improvements to standard force fields have been proposed, including the use of atomic MTPs and atomic polarizabilities. The anisotropic nature of MTPs allows for a more accurate representation of the electrostatic potential (ESP), while polarizabilities describe variations in the ESP due to fluctuations in the environment, such as solvent effects.

The improvement of the static ESP from higher order multipole moments is widely documented in the literature, but it may be argued that off-site atomic charges provide a comparable improvement in representing the electric field. The OPLS-AAs FF includes partial positive charges along the C–X axis of halogen bonds and in the TIP5P water model, additional charges are used at the lone-pair sites of oxygen to improve the model. However, addition of off-site charges requires optimization of both placement and magnitude of the charges, and the issue of rank deficiency will make this a nontrivial task. On the other hand, atomic MTPs provide a natural framework for improving force field electrostatics beyond the PC approximation. Stone has pioneered the derivation and use of MTPs to study intermolecular interactions, and has formulated the distributed multipole analysis (DMA), which is one of several methods to determine a set of nonunique atomic MTPs based on electronic structure calculations. Other notable schemes include the cumulative atomic multipole moments (CAMM) and atoms in molecules (AIM).

The AMOEBA force field is an example of a force field going beyond the PC approximation by applying both permanent atomic MTPs up to quadrupoles as well as atomic polarizabilities in terms of induced dipoles. The improved performance of the AMOEBA force field compared to standard atomistic models is due to both permanent MTPs and polarizabilities, with a study of conformational energies suggesting the two effects are of similar importance. The use of higher order moments requires the definition of a local coordinate frame for each atom, which can be done in several ways. AMOEBA uses the “z-then-bisector” local frame definition, where axes are placed along major chemical determinants, in order to follow the movement of vibrations and rotations. In the present work, we use the local axis framework described by Kramer et al., where the axes are preferentially aligned along major axes of symmetry to minimize the number of nonzero MTP components.

While MTPs are known to better describe the ESP of small (diatomic) and medium-sized molecules, their advantage in...
accurately computing intermolecular interactions was found to be only minor for representative systems including benzonitrile or formamide.\textsuperscript{27} As an example, when using ESP-optimized PCs or MTPs on several thousand random conformations for benzonitrile (BZN) and formamide (FAD) homodimers, the root mean squared error relative to MP2/6-311+G* reference calculations was virtually identical (0.21 and 0.22 kcal/mol for BZN and 0.50 and 0.49 kcal/mol for FAD).\textsuperscript{27} In the present work, we extend and scrutinize the utility of MTP-based electrostatics for dynamical properties by considering the solvation dynamics of two important and chemically different model compounds: N-methylacetamide (NMA) and phenyl bromide (PhBr). Until now, the effects of using PC and MTP electrostatics on dynamical properties have not been studied extensively, specifically in comparison with experimental data. Attempts to explicitly assess the difference in performance between PC- and MTP-based electrostatics include the pocket-dynamics of diatomic molecules in myoglobin\textsuperscript{28} vibrational relaxation and spectroscopy of CN\textsuperscript{−} in aqueous solution,\textsuperscript{29,30} and the two-dimensional spectroscopy of NMA.\textsuperscript{31}

All-atom MD simulations provide the necessary information to characterize the inter- and intramolecular dynamics in solute—solvent systems. By comparing with experimentally accessible information, e.g., water residence and reorientation times around the solute, one can assess and compare the performance of PC and MTP models. For solvated cyanide, it is found that MTP-based electrostatics leads to better agreement with experiment, and systematic improvements of the hydration performance of PC and MTP models. For solvated cyanide, it is accessible information, e.g., water residence and reorientation times. In the present work, these considerations are extended to larger systems exhibiting different topical interactions with the surrounding solute. It is of particular interest to assess whether the improved description afforded by MTP over PC electrostatics—as judged from comparisons to results from quantum chemical calculations—also extends to improved observables from explicit MD simulations and comparison with experiment.

\section*{COMPUTATIONAL METHODS}

\textbf{Force Field Parametrization.} The ESP, $\psi$, at a point $\mathbf{r}$ arising from $M$ nuclei and the electron density $\rho$ is given by

$$\psi(\mathbf{r}) = \sum_{i=1}^{M} \frac{Z_i}{|\mathbf{R}_i - \mathbf{r}|} - \int \frac{\rho(\mathbf{r}')}{|\mathbf{r}' - \mathbf{r}|} \, d\mathbf{r}'$$

(1)

Here, $\mathbf{R}_i$ and $Z_i$ are the position and charge of nucleus $i$, respectively. Following the notation of Stone,\textsuperscript{18} a Taylor expansion around each nucleus, $1/|\mathbf{R}_i| \equiv 1/|\mathbf{R}_i - \mathbf{r}|$, provides the following distributed multipole expansion of the ESP in atomic units

$$\psi(\mathbf{r}) = \sum_{i=1}^{M} \left[ \frac{q_i}{R_i^3} + \frac{\mu_{i,\alpha\beta}}{R_i^3} + \frac{1}{3} \Theta_{i,\alpha\beta\gamma} \frac{3 R_{i,\alpha} R_{i,\beta} R_{i,\gamma}}{R_i^6} - \frac{\delta_{i,\alpha\beta}}{R_i^3} + \ldots \right]$$

(2)

where $i$ labels an atom with charge $q_i$, a dipole moment with the Cartesian $\alpha\beta$-components $\mu_{i,\alpha\beta}$, and a quadrupole moment with Cartesian $\alpha\beta\gamma$-components $\Theta_{i,\alpha\beta\gamma}$. The Einstein summation convention is applied.

Atomic MTPs up to quadrupoles are oriented using suitable local reference axis systems.\textsuperscript{11} The MTPs are optimized in a least-squares fit to reproduce the ESP from MP2/cc-pVDZ calculations. The fit includes the first interaction belt, i.e., the range $1.66\sigma < r < 2.2\sigma$, where $r$ is the distance from any nucleus and $\sigma$ is the atomic site’s vdW radius.\textsuperscript{33} To assess the bias exerted by the force-field parametrization, we followed distinct strategies for the two molecules. The PC parametrization for NMA, obtained from CGenFF,\textsuperscript{34,35} was augmented to include MTP coefficients. To ensure that the MTP force field was a correction of the original one, monopoles were restrained to a small deviation (i.e., 0.005e), naturally damping the strength of the higher MTPs. This is the MTPW parametrization as described by Cazade et al.\textsuperscript{31} On the other hand, the parametrization of PhBr was more loosely based on its PC counterpart: a larger deviation of the PC-based monopoles (i.e., 0.1e) allowed more variability between the PC- and MTP-based force fields.\textsuperscript{36} In both cases, a reparametrization of the Lennard-Jones parameters was necessary to better reproduce experiments and for consistent vdW parameters, as described in earlier work.\textsuperscript{26} For both PC and MTP parametrizations, we have employed the TIP3P water model.\textsuperscript{37} The final force fields were validated to reproduce thermodynamic quantities: pure-liquid densities, heats of vaporization, and hydration free energies.

\textbf{Simulation Protocol.} All simulations were performed in CHARMM\textsuperscript{38} with the MTPL module\textsuperscript{36} for MTP electrostatics. Particle mesh Ewald (PME) is used for the PC—PC interactions with a grid-size spacing of 1 Å, a relative tolerance of $10^{-6}$, and an interpolation order of 4 for long-range electrostatics, and a 12 Å cutoff and 10 Å switching for Lennard-Jones interactions. Only the solute carries higher order multipoles, resulting in only a slight increase in the computational cost for the MTP compared to the PC simulations. For more details on the simulation protocol and a discussion of the computational investment of MTP interactions, see ref 36.

NMA and PhBr are individually solvated in boxes of 882 and 515 TIP3P water molecules, respectively. The Hoover heat-bath method with pressure coupling\textsuperscript{39} at $T = 298$ K, $p = 1$ atm was used for the simulations, and the masses of the temperature and pressure piston were set to roughly 20 and 2% of the system’s mass, respectively. The systems were first structurally relaxed using steepest descent minimization, then heated to 298 K at constant volume for 40 ps, followed by a 40 ps NPT equilibration using a Langevin damping coefficient on the piston $\gamma_p = 20$ ps\textsuperscript{−1}. The solvent distribution results are based on 10 ns of simulation, where frames are sampled every 500 fs, while the analysis of lifetimes and time correlation function is based on an additional set of 10 ns simulations for NMA and 5 ns simulations for PhBr, both sampled every 10 fs. Lennard-Jones long-range corrections were applied to both the energy and the virial.

\textbf{Analysis. Solvent Distribution.} The equilibrium properties of a liquid are commonly analyzed using the pair distribution function, $g(r)$. By its very nature, $g(r)$ averages over all directions, and thwarts any chance of observing subtle anisotropic features that we expect from MTP interactions. Instead, its two-dimensional analogue, $g(x, y)$, is considered in the following. For every frame in the MD simulation, a local coordinate system is defined relative to the solute, and the solvent is reoriented so that the solute is located in the center of the box. For NMA, the amide carbon is defined as the origin with the $+x$-axis pointing along the direction of the $N$-methyl carbon and the $+z$-axis along the amide oxygen projected orthogonal to the $x$-axis. For PhBr, the origin is defined as the carbon atom attached to bromine, while the $xy$-plane is the plane of the phenyl group, and the $C—Br$ bond is oriented...
along the +x-direction. The two-dimensional grid is constructed in the local framework using a grid size of 0.5 Å. The average number of solvent atoms is determined in each bin and averaged over the entire trajectory. The distribution is normalized by dividing with the average number of solvent molecules in a bin, which is \( \rho_w V_{\text{bin}} N_s / M_w \) where \( \rho_w \) is the water density, \( V_{\text{bin}} \) is the volume of a bin, \( M_w \) is the molar mass of water, and \( N_s \) is Avogadro’s constant.

**Residence Times.** Residence times \( (\tau_{\text{rec}}) \) are determined for three different solute–solute-coordinations: hydrogen bonding to NMA and \( \pi - \text{H} - \text{O} \) and \( \sigma - \text{O} - \text{H} \) coordination of PhBr. The residence times are calculated by directly examining the average time span a water molecule resides within a certain spatial region, as detailed below:

(a) For the hydrogen bond, the definition from Luzar et al.\(^40\) is used which assigns a hydrogen bond for a minimum distance between the amide oxygen and the water hydrogen of \( R_{\text{OH}} < 2.425 \) Å.

(b) The \( \pi - \text{H} - \text{O} \) coordination is defined by two cutoffs: the distance from a hydrogen to the center of the phenyl group projected onto the z-axis, \( R_{\text{ph,H}}^z \), and the same distance projected onto the xy-plane, \( R_{\text{ph,H}}^{xy} \). Prakash et al.\(^41\) have studied similar \( \pi - \text{H} - \text{O} \) interactions in a set of \textit{ab initio} optimized benzene–water clusters. On the basis of this work, we choose the cutoff values sufficiently large to include both water hydrogens of the nearest water molecule in the set of geometries: \( R_{\text{ph,H}}^z < 4.0 \) Å and \( R_{\text{ph,H}}^{xy} < 1.5 \) Å.

(c) For the \( \sigma - \text{O} - \text{H} \) interaction (also known as halogen bonding), we used the Br···O distance projected onto the \( xz \)-axis and the \( yz \)-plane, respectively. The cutoffs are chosen so that they enclose the region where it will be shown that the oxygen distribution varies the most between the PC and MTP electrostatics: \( R_{\text{Br,O}}^z < 3.5 \) Å and \( R_{\text{Br,O}}^{yz} < 3.0 \) Å.

**Solvent Dynamics.** The hydrogen-bond fluctuation correlation function, \( C_n(t) \), is calculated for NMA to analyze the time evolution of hydrogen bonds. It is constructed from the number \( n(t) \) of water molecules that are hydrogen bonded to the C=O group at time \( t \) as follows:

\[
C_n(t) = \frac{\langle \delta n(0) \delta n(t) \rangle}{\langle \delta n(0) \rangle^2}
\]

Here, the numerator is the occupation-time correlation function (TCF), the denominator is the normalization, and \( \delta n(t) = n(t) - \langle n \rangle \) is the fluctuation of the number of hydrogen bonds around its average over the entire trajectory, \( \langle n \rangle \). \( C_n(t) \) is calculated using an in-house code from which the hydrogen-bond fluctuation time \( \tau_{\text{fl}} \) can be determined.

Rotational TCFs \( C_r(t) \) are calculated using CHARMM’s CORREL utility. Only water molecules that are hydrogen bonded to the C=O group for at least 10 ps are considered. However, since the hydrogen bond might break shortly and then rebind, we have used a larger cutoff, \( R_{\text{CO}} > 5.0 \) Å, for which we consider the hydrogen bond as broken. For this set of water molecules, the time correlation function of the torsion angle from the amide group to the water, \( \omega_{\text{CO} - \text{H} - \text{O'}} \), is calculated:

\[
C_r(t) = \frac{\langle \omega(0) \omega(t) \rangle}{\langle \omega(0) \rangle^2}
\]

In the evaluation of \( C_r(t) \), we have correlated over the following 50 ps after the formation of the hydrogen bond. During the 10 ns simulations, this provides 333 \( C_r(t) \) functions for PC and 240 for MTP, from which the average and the standard deviation are calculated.
RESULTS

In the following, results for NMA and PhBr are discussed separately.

N-Methylacetamide. N-methylacetamide (NMA) is a convenient surrogate for a protein backbone and has thus been the subject of intense work, both computationally and experimentally, including infrared spectroscopy, two-dimensional infrared spectroscopy, and vibrational relaxation experiments. As a consequence, protein force-field parametrizations are often based on NMA. The C==O group is a strong hydrogen-bond acceptor and allows one to study the hydrogen-bond solvent dynamics. For characterizing the environmental dynamics, solvent lifetimes and reorientation times for water molecules coordinated to the amide oxygen of NMA from simulations with PCs and MTPs are described and compared.

The ESP of NMA at the MP2/cc-pVDZ level is shown in Figure 1a, while those from the fitted PCs and MTPs are shown in parts b and c of Figure 1. Projections onto the xy-plane which intersect the C==O bond and the N-methyl carbon are reported. Throughout this work, we report the strength of the ESP as an interaction energy (in units of kJ/mol) with a probe charge of 1 atomic unit (1 e). The region inside the vdW radius of any atom is omitted, since the force field ESP is not meaningful close to the nuclei. Black contour lines are drawn at 1.66σ and 2.2σ, which defines the region used for fitting MTPs. The mean absolute deviation (MAD) between the force field and the MP2 potential in the fitting region is 3.6 kJ/mol for the PC parametrization and 3.2 kJ/mol using MTPs. The small improvement in the ESP is a result of how the MTP parametrization was carried out: by designing an MTP force field in which the MTPs are corrections to the PCs, higher order MTPs will tend to have a smaller impact on the ESP. In a full parametrization, i.e., without constraining the monopoles, an even lower MAD could be achieved. Figure 1d shows the difference between the MTP and PC parametrizations, ϕMTP − ϕPC, where red regions highlight regions in which the MTP potential is more positive than the PC potential, and vice versa for blue regions.

The difference between the PC and MTP parametrizations is largest close to the nuclei where the solvent rarely enters, except when the solvent forms hydrogen bonds with the amide C==O or N==H groups. Previous simulations and experimental studies are primarily concerned with the dynamics around the C==O group, and the analysis of NMA in the present study is therefore also focused on this. The PC and MTP models lead to a similarly negative ESP along the C==O bond, but they differ in the potential angularly displaced from the C==O bond axis (blue region of Figure 1d), where PCs predict a less negative potential compared to MTPs. This reflects the fact that MTPs are better suited to capture anisotropies in the electrostatic interactions than PCs. It should be noted, however, that ESPs do not necessarily reflect the overall quality of a force field. Even if the ESP is not reproduced perfectly, the final force field might still provide a meaningful description for different thermodynamic properties if, for example, the vdW term compensates for deficiencies in the electrostatic interactions.

For each snapshot in the MD simulation, a local-axis framework was defined as described in the Computational Methods section, and the distribution of water hydrogens and oxygens was calculated on a two-dimensional grid in the xy-plane (i.e., the same plane used in Figure 1). The water hydrogen distributions are shown in parts a and b of Figure 2 for PCs and MTPs, respectively. The difference between the two is given in Figure 2c, where blue regions correspond to increased solvent occupation in the PC parametrization.
compared to MTP, and vice versa for red regions. The corresponding oxygen distributions and difference of distributions are reported in Figure 3. The solvent pair-distribution functions are generalizations of \( g(r) \) and have a limiting value of 1 at large distances, as seen from panels a and b in Figures 2 and 3, because we report deviations from a homogeneous liquid.

For the hydrogen distribution, the largest differences between the PC and MTP models are found in the region close to the amide oxygen, whereas, for the water oxygens, differences are large around the amide nitrogen as well. Parts a and b of Figure 2 show that water hydrogens close to the amide oxygen are most often found displaced from the C\( \equiv \)O bond axis. The two white lines at each side of the C\( \equiv \)O bond indicate this region. Figures 2c and 3c clearly show that the solvent distributions around the amide oxygen differ between the PC and MTP models. Furthermore, Figure 2d shows a 1D plot of \( g(z) \) where \( x \) and \( y \) are fixed to the values of the C\( \equiv \)O bond axis \( (x = 0; y = 0) \) with error bars showing the standard deviation. The pair distribution function peaks in the first solvation shell at a value of 2.0 using PCs and 1.2 using MTPs, while the standard deviation in this region is less than 0.04 in both cases. Hence, the first solvation shell is significantly changed in occupation as a result of the different electrostatics. The standard deviations for the entire two-dimensional surface are of the same order of magnitude as in Figure 2d and reported in Figures S1 and S2 in the Supporting Information.

In order to compare the orientation of the hydrogen bonds further, we analyze the distribution of the C\( \equiv \)O\( \ldots \)H angle \( \theta \) for the hydrogen-bonded water molecules, as defined in the Computational Methods section. Figure 4 shows the normalized distributions, \( P(\theta) \). The two parametrizations yield comparable angles with a maximum in \( P(\theta) \sim 120^\circ \), but the distribution is narrower using MTPs, since the anisotropy allows for a more correct description of directional changes in the ESP. The angle of maximum hydrogen distribution around O in Figure 2a and b, indicated by the white lines, coincides with \( \sim 120^\circ \). Furthermore, a computational study of NMA\( \ldots \)water clusters optimized at the MP2/6-31++G(d,p) level\(^{55} \) reports a C\( \equiv \)O\( \ldots \)H angle for four different local minima with \( \theta \) ranging from 110 to 130\(^{\circ} \), in good agreement with Figure 4.

The fact that MTPs generate a narrower distribution in hydrogen-bond angles compared to PCs agrees with the ESP difference reported in Figure 1d. A blue region is observed in the negative \( x \)-direction of the amide C\( \equiv \)O bond, implying a more negative potential using MTPs and hence a stronger interaction of water hydrogen atoms with the CO group of NMA.

It may be argued that the change in the solvation shell density is not necessarily due to the different (PC and MTP) electrostatics but could also be due to differences in the vdW interactions, which are optimized separately in the two force fields. The vdW parameters for both models are summarized in Table 1, where the vdW radii in general are larger for the MTP parametrization. Hence, it is expected that the PC parametrization will allow the water molecules to approach NMA more closely compared to the MTP parametrization. In order to quantify this effect, additional MD simulations were carried out.
out, in which the MTP electrostatics was combined with the vdW parameters from the PC force field. The notation MTP/PC will be used for this mixed force field to distinguish it from MTP/MTP and PC/PC where the nonbonded terms (vdW and electrostatics) are jointly optimized.

Figure 5 displays the difference in water distributions between MTP/PC and PC/PC. The changes in distributions around the amide oxygen between MTP/MTP and PC/PC on the one hand (Figure 3c) and MTP/PC and PC/PC on the other (Figure 5b) are similar. The solvent density for both hydrogens and oxygens in the direction of the C=O bond is largest using the PC model (blue regions), while at angles of ~120° from the bond axis the MTP parametrization leads to a higher density (red regions). This suggests that the difference in solvent distribution around the amide group is caused mainly by the different electrostatic models. Contrarily, the solvent shell around the amide N—H group depends on the choice of vdW parameters. Both hydrogens and oxygens pack more closely around the solute for the MTP/PC (red regions in Figure 5a and b) compared to the MTP/MTP force field (blue regions in Figures 2c and 3c). This can be explained by the smaller vdW radius in the PC parametrization, i.e., $R_{\text{min,PC}} > R_{\text{min,MTP}}$ for atom type NH (Table 1).

In the following, the solvent dynamics is characterized by analyzing the time scales for different solvent-related processes. They include (a) solvent residence times, $\tau_{\text{res}}$ which are determined by counting the average time span a water molecule occupies a given region and are reported in Table 2, (b) hydrogen-bond fluctuation times, $\tau_{\text{fl}}$, and (c) rotational relaxation times, $\tau_{\text{rot}}$, both obtained from fitting the decay rate to the corresponding TCF.

Residence times ($\tau_{\text{res}}$) for hydrogen-bonded water molecules are calculated as explained in the Computational Methods section and listed in Table 2 together with standard deviations ($\sigma$). The average residence time from simulations with the MTP model is decreased by ~30% compared to the PC parameterization. Changes in residence lifetimes of this magnitude have potentially important implications for the solvent dynamics and highlight that the electrostatic model employed (PC vs MTP) directly affects dynamical observables.

In order to further analyze the time evolution of hydrogen bonds, we calculate the hydrogen-bond fluctuation correlation function, $C_{\text{fl}}(t)$, as described in the Computational Methods section. Figure 6 shows $C_{\text{fl}}(t)$ for the PC and MTP models, respectively. Dashed gray curves are stretched exponentials fitted to $C_{\text{fl}}(t)$.

The decay of $C_{\text{fl}}(t)$ is well described by stretched exponentials of the form $f(t) = A \exp\left(-t/\tau_{\text{fl}}\right)^\beta$, where $\tau_{\text{fl}}$ is the relaxation time and $\beta$ is the stretching exponent. Stretched exponential fits are used to describe relaxation processes, and a value of $\beta = 1$ corresponds to a first order decay, while $\beta$-values in the range $[0; 1]$ indicate that the decay involves several elementary processes, e.g., due to local traps. By fitting a stretched exponential to $C_{\text{fl}}(t)$ in the range from 0 to 5 ps, we found $\beta = 0.69$ for PCs and $\beta = 0.50$ for MTPs. The lower $\beta$ value in the MTP system indicates that the solvent relaxes in a more heterogeneous fashion probably as a result of the more

### Table 1. van der Waals Parameters Used in the PC and MTP Parametrization, Respectively

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$\epsilon$</th>
<th>$R_{\text{min,PC}}$</th>
<th>$R_{\text{min,MTP}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>−0.46</td>
<td>2.00</td>
<td>2.10</td>
</tr>
<tr>
<td>CT3</td>
<td>−0.33</td>
<td>2.06</td>
<td>2.10</td>
</tr>
<tr>
<td>H</td>
<td>−0.19</td>
<td>0.23</td>
<td>0.24</td>
</tr>
<tr>
<td>HA</td>
<td>−0.09</td>
<td>1.32</td>
<td>1.36</td>
</tr>
<tr>
<td>NH</td>
<td>−0.84</td>
<td>1.85</td>
<td>1.99</td>
</tr>
<tr>
<td>O</td>
<td>−0.50</td>
<td>1.70</td>
<td>1.78</td>
</tr>
</tbody>
</table>

$a$ is in units of kJ/mol and $R_{\text{min}}$ in units of Å.

### Table 2. Residence Times with Standard Deviations for Hydrogen Bonding or Coordination Using the PC and MTP Parametrization

<table>
<thead>
<tr>
<th></th>
<th>$\tau_{\text{res,PC}}$ (fs)</th>
<th>$\sigma_{\tau_{\text{res,PC}}}$ (fs)</th>
<th>$\tau_{\text{res,MTP}}$ (fs)</th>
<th>$\sigma_{\tau_{\text{res,MTP}}}$ (fs)</th>
<th>rel. diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMA</td>
<td>624.8</td>
<td>25.4</td>
<td>426.2</td>
<td>13.5</td>
<td>32%</td>
</tr>
<tr>
<td>PhBr</td>
<td>375.0</td>
<td>5.4</td>
<td>268.9</td>
<td>3.8</td>
<td>28%</td>
</tr>
<tr>
<td>PhBr σ hole</td>
<td>250.5</td>
<td>2.6</td>
<td>220.8</td>
<td>5.4</td>
<td>12%</td>
</tr>
</tbody>
</table>

The relative differences are calculated with respect to the PC values as $(\tau_{\text{res,MTP}} - \tau_{\text{res,PC}})/\tau_{\text{res,PC}}$.
Anisotropic ESP from the MTP model compared to the PC representation.

The hydrogen-bond fluctuation times from the two fits are

\( \tau_{\text{HPC}} = 1.30 \text{ ps} \) and \( \tau_{\text{HMTP}} = 0.61 \text{ ps} \), respectively. Such sub-picosecond decay times are similar to those found in previous work on azide and \( \text{CN}^- \) from analyzing the same correlation function. In the case of \( \text{CN}^- \), this time scale coincides with the shortest decay time of the frequency–frequency correlation function (FFCF) and was related to the water librational motion around the solute. For NMAD, the FFCF was also determined from three different MTP force fields and the short time scale of its decay ranges from 0.45 to 0.66 ps, depending on the strength of the multipoles (in the current work, we have used the one with the weakest MTPs). This compares with a longer decay time of 0.91 ps for a PC model. Hence, the fact that a PC model yields slower relaxation of the longer decay time of 0.91 ps for a PC model. Hence, the fact that a PC model yields slower relaxation of the long-time relaxation can be described by a partial reorientation component followed by a slower (picosecond) full reorientation. The subsequent orientational relaxation has been described using angular Brownian motions. The rotational reorientation of the solvent in the first solvation shell. Reorientation of water can be separated into two different contributions: a rapid (sub-picosecond) partial reorientation component followed by a slower (picosecond) full reorientation. The first partial reorientation, also referred to as librations, results from the inertia of rotational motion which is hindered by the hydrogen bond network. The subsequent orientational relaxation has been described using different models such as the Debye rotational diffusion and angular Brownian motions.

Further insight into the solvent dynamics can be obtained by considering the rotational reorientation of the solvent in the first solvation shell. Reorientation of water can be separated into two different contributions: a rapid (sub-picosecond) partial reorientation component followed by a slower (picosecond) full reorientation. The first partial reorientation, also referred to as librations, results from the inertia of rotational motion which is hindered by the hydrogen bond network. The subsequent orientational relaxation has been described using different models such as the Debye rotational diffusion and angular Brownian motions.

Figure 7 reports the rotational TCF, \( C_2(t) \), for hydrogen-bonded water. Both PC and MTP parametrizations provide a two-step relaxation of the solvent, where the fast partial reorientation is represented by the local dip in the TCF at 0.02–0.1 ps. The long-time relaxation can be described by a single exponential function which has been fitted to \( C_2(t) \) in the range from 0.15 to 5.0 ps using \( f(t) = A \exp\left[-(t/\tau_{\text{fl}})\right] + B \). Here, the H subscript denotes that only hydrogen-bonded water molecules are considered (a cutoff of \( R_{\text{OO}} < 3.4 \text{ Å} \) between the water and the amide oxygens is used as a requirement for the formation of a hydrogen bond, while the hydrogen bond is considered broken when \( R_{\text{OO}} > 5.0 \text{ Å} \)). On the basis of a total of 573 hydrogen bonds, this analysis yields average rotational relaxation rates of \( \tau_{\text{fl}} = 1.25 \pm 0.15 \text{ ps} \) using PCs and \( \tau_{\text{fl}} = 1.29 \pm 0.16 \text{ ps} \) using MTPs—the difference is not statistically significant. Halle et al. have studied experimental rotational relaxation times using NMR and reported values in a peptide hydration shell that are slowed down by a factor of 1.2–1.8 compared to bulk water. On the basis of a 2 ns simulation of 216 TIP3P water molecules, the rotational relaxation time for bulk water is found to be \( \tau_{\text{fl}} = 0.94 \text{ ps} \). For the water in the first solvation shell of NMA, this corresponds to a slowdown of \( \tau_{\text{fl}}/\tau_{\text{fl}} = 1.3 \) for PCs and \( \tau_{\text{fl}}/\tau_{\text{fl}} = 1.4 \) for MTPs, both consistent with the experimental data. To summarize, we have compared the solvent dynamic results to experimental studies of NMA for both hydrogen-bond fluctuation times and rotational relaxation times, demonstrating that the MTP force field shows good agreement with experiments, while simulations with a PC model overestimate the hydrogen-bond fluctuation times.

Phenyl Bromide. Halogenated compounds play increasingly important roles in drug design. For correct protein–ligand poses, a realistic description of the interaction between the compound and its (nonbonded) environment is required. As a second model system, we have therefore studied phenyl bromide (PhBr). The \( \pi \)-system of the phenyl group is a challenge for PC force fields due to their inability to capture quadrupole moments. Furthermore, atomic PCs are not able to account for the so-called \( \sigma \) hole, which is a depletion of electron density along the halogen \( \sigma \)-bond axis.

The ESP around PhBr is calculated at the MP2/cc-pVdz level and illustrated in Figure 8a on a surface orthogonal to the plane containing the phenyl group and along the \( C_2 \) axis of the system. Parts b and c of Figure 8 report the corresponding ESPs for PCs and MTPs, respectively. The MTPs between the two fitted ESPs and the MP2 reference within the fitting region is 3.3 kJ/mol for the PC model and 1.3 kJ/mol for the MTP model. This demonstrates that the MTP parametrization provides a significant improvement over PCs, in contrast with NMA, for which a different parametrization scheme was applied. The MTP monopoles of NMA were restrained more tightly to their corresponding PC values, compared to the monopoles of PhBr, resulting in a smaller improvement.

Figure 8d shows the difference between MTP- and PC-based ESPs, \( \phi_{\text{MTP}} - \phi_{\text{PC}} \), where red regions correspond to the difference between MTP and PC being positive, and vice versa for blue regions. The region along the C–Br bond toward the solvent is the \( \sigma \) hole and is slightly positive in the MTP model but slightly negative in the PC model, since atomic PCs cannot account for the strong variability in the ESP.

To analyze the solvent distributions, a local-axis system is defined as described in the Computational Methods section. Figure 9 shows the water hydrogen distributions in the \( xy \)-plane, while the oxygen distributions are reported in Figure 10. Figures 9c and 10c show the difference between the MTP and PC models, where red (blue) regions correspond to an increased solvent density in the MTP (PC) parametrization. The hydrogen and oxygen distributions show the same trend, but the smaller vdW radius of water hydrogens compared to the water oxygen atoms allows the hydrogens to approach PhBr closer than the oxygens.
The largest differences in the solvent distribution between the two force fields are found above and below the phenyl plane, where the water (both hydrogens and oxygens) packs more closely around the solute for the PC model compared to the MTP model. The hydrogen distribution as a function of the z-coordinate for x and y fixed at the geometrical center of the phenyl group is given in Figure 9d with error bars reporting the standard deviation. The black arrows in Figure 9c denote this cross section. For PC simulations, the first solvation shell is both closer to the solute and also more well-defined in terms of a significantly larger peak. It should be noted that the hydrogen distributions in Figure 9d are symmetric around z = 0 (σ mirror plane), and together with the small standard deviations, this indicates that the simulations (10 ns) are well converged and that the two-dimensional grid is sufficiently large to provide statistically significant pair distribution functions. Standard deviations for Figures 9 and 10 are reported in Figures S3 and S4 in the Supporting Information.

The ESP shown in Figure 8d demonstrates that the potential above and below the phenyl plane is more negative in the PC model than for MTPs, leading to an overestimation of the π···H−O interaction. Another systematic difference in the solvent
distributions is in the region around the $\sigma$ hole, where both hydrogen and oxygen densities are larger using the PC model (blue region in the figures). This is a result of the ESP being slightly positive in the MTP model but negative using PCs. The artificially negative PC potential attracts the water hydrogens and pulls them closer to the solute. The $\sigma$ hole, which is well described in the ESP from a MTP model but missing using PCs, therefore results in a systematic rearrangement of the solvation shell in this region.

Table 3 summarizes the vdW parameters for both force fields, showing that the hydrogen vdW radii are slightly smaller in the MTP model, whereas the bromide is larger. To further test the influence of the parametrizations, a 10 ns MD simulation using a mixed MTP/PC force field (i.e., optimized MTPs combined with the vdW parameters of the standard PC force field) was carried out. The differences in water hydrogen and oxygen distributions only due to the use of MTP electrostatics are shown in Figure 11a and b, and should be compared to Figures 9c and 10c, respectively. Above and below the phenyl plane, the difference is large and similar to the difference between the fully optimized force fields, illustrating that the differences are not due to the vdW parameters. Around the $\sigma$-hole, the first solvation shell is more well-defined using the consistent PC/PC compared to the consistent MTP/MTP force field. However, this difference is smaller between the mixed MTP/PC and the consistent PC/PC force fields, and only for the hydrogen distribution (blue region at the right-hand side of bromine in Figure 11a). This suggests that the change in solvent distributions in this region is partly caused by electrostatics but also partly by the change in the vdW parameters.

In order to analyze the dynamical effects of the electrostatic model, we calculated the residence lifetimes for a water

---

**Table 3. van der Waals Parameters for PhBr Used in the PC and MTP Parametrization, Respectively**

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon_{\text{PC}}$</th>
<th>$\epsilon_{\text{MTP}}$</th>
<th>$R_{\text{min,PC}}$</th>
<th>$R_{\text{min,MTP}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>$-0.21$</td>
<td>$-0.33$</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>H</td>
<td>$-0.21$</td>
<td>$-0.04$</td>
<td>1.30</td>
<td>1.20</td>
</tr>
<tr>
<td>Br</td>
<td>$-2.09$</td>
<td>$-1.92$</td>
<td>2.17</td>
<td>2.30</td>
</tr>
</tbody>
</table>

$\epsilon$ is in units of kJ/mol and $R_{\text{min}}$ in units of Å.

---

**Figure 10.** Two-dimensional pair distribution function $g(x, z)$ of water oxygens plotted along the $C_2$-axis of PhBr and orthogonal to the plane of the phenyl group: (a) PhBr parametrized with PCs; (b) PhBr parametrized with MTPs; (c) difference between MTPs and PCs $g_{\text{MTP}} - g_{\text{PC}}$.

**Figure 11.** Difference between MTP/PC and PC/PC force fields in the two-dimensional pair distribution function, $g_{\text{MTP/PC}} - g_{\text{PC/PC}}$ of (a) water hydrogens and (b) water oxygens.
molecule in the two areas corresponding to the largest difference in solvent distribution between the PC and MTP models, which are the interaction with the π-system of the phenyl group and in the region of the σ-hole.

Table 2 summarizes the residence times for the O−H···π interaction using PCs and MTPs, and shows that τres decreases by ~30% in the MTP parametrization compared to PC. This is in agreement with the difference in solvent distributions in Figures 9c and d and 10c, showing that the distribution of solvent using PCs in this region is significantly larger compared to MTPs. Nakahara et. al have studied the dynamics for water in the first solvation shell of benzene using NMR, suggesting that the PC simulation overestimates the residence times (375 fs)—the ESP may well be too negative in that region.

The water-residence time around the σ-hole is determined in the same way. As shown in Table 2, the residence time of a water oxygen in this region of space is ~10% smaller for PhBr parametrized with MTPs compared to the PC model. The shorter τres with a MTP parametrization is unexpected, since PC electrostatics is not suitable to describe halogen bonding, but this will be investigated separately.

*** SUMMARY AND CONCLUSION ***

The present work provides a systematic investigation of the importance of higher order MTPs for equilibrium and dynamical properties in condensed-phase simulations. Solute–solvent interactions using both MTP and PC electrostatics have been analyzed in regions of hydrogen bonding, π-orbitals, and halogen interactions, where commonly used PC force fields give inaccurate representations of the ESP due to their lack of anisotropy.

For NMA, direct comparison with experimental data is possible. The hydrogen-bond fluctuation times and rotational relaxation times computed from the MTP FF show good agreement with experiments, while simulations with a PC model overestimate the hydrogen-bond fluctuation times. For PhBr, the ESPs of the PC and MTP models differ by 5.3 and 1.3 kJ/mol from the reference MP2 calculations, demonstrating that the MTP parametrization provides a significant improvement over PCs. Direct comparison of the solvent dynamics around PhBr with experiment is not possible due to lack of explicit measurements. However, the water residence times around benzene agree to within less than 10% when analyzing the relevant regions around PhBr from simulations with MTPs and differ by more than 70% when PCs are used.

Considering dynamical quantities for which explicit experimental data is available, one finds that the MTP FF provides a more realistic description of hydrogen-bond structures, while the PC model leads to larger deviations in the geometry. The many experimental studies of NMA allow a more thorough validation of the dynamical properties, and it is concluded that in this case the MTP FF shows good agreement with the available experiments throughout the present study wherever experimental data for direct comparison is available.

Residence lifetimes have been calculated for three different solvent–solute coordinates (hydrogen bonding, π−H−O, and σ−O−H), resulting in variations between the FFs of 10−30%. Relaxation times of hydrogen-bonded waters differ by a factor of 2, where the MTP simulations better match experimental results. It is evident that the electrostatic model has large implications on the solvent dynamics, and variations of this magnitude will significantly influence, for example, the diffusion of a ligand in and out of the protein binding site. Beyond the improved dynamic behavior observed using MTP force fields, which is also observed previously for various molecules, it is the systematic gain from MTPs that we find across molecules, chemical environments, and force-field parametrization strategies that make for the most compelling conclusion. This improvement does not require altering of the solvent force field and comes at small additional computational cost, since the MTPs are added on the solute molecule only.
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