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ABSTRACT
The question of how long it takes a particle to tunnel through a potential barrier has been a subject of intense theoretical debate for the last 80 years. In this decade of attosecond science, the answer to this question not only promises to deepen our understanding of fundamental quantum mechanics, but also has significant practical implications for how we interpret attosecond electron dynamics that underlie important phenomena in physics, chemistry and biology. Here we attempt to address this problem in the context of recent experimental measurements which use state-of-the-art ultrafast laser technology to resolve electron dynamics on the attosecond time-scale. This review therefore brings the theory of tunnelling time to the arena of ultrafast science, opening the door to improved resolution of, and cross-fertilization between, significant practical and fundamental questions in both fields.
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1. Introduction

The past decade saw an extraordinary evolution in experimental physics, aimed at the boundary between quantum and classical regimes, in the “real world” of atoms, molecules, and surfaces [1]. Ultrafast lasers and attosecond pulses have arrived, and with them comes attosecond science. The detailed measurement and resolution of, reconstruction of, and even active manipulation of the dynamics of valence electrons – and hence of real world chemistry in action – is at last becoming feasible [2–10]. These new experimental capabilities have both made more urgent and allowed to at last address the old, but still unresolved question of tunnelling time.

The tunnelling time problem is almost as old as quantum mechanics itself [11] and is a highly debated subject [12]. Time is not a quantum operator [13] and therefore many conflicting theories have been developed over decades [12–15], but definitive experiments until now were largely impossible, and awareness of the controversy in the broader scientific world faded. More recently, in the attosecond science community, tunnelling time is implicitly assumed to be deterministic and, very often, is posited to be instantaneous or imaginary [2,16,17]. Hence, even the high impact cutting-edge techniques for imaging valence electron dynamics in atoms and molecules are founded on instantaneous tunnelling [3–5].

On the other hand, it seems that the majority of the broader physics community has decades ago reached a consensus that tunnelling is not instantaneous. To quote Landauer: “The physics literature has, by 1993, largely accepted the fact that there is a time scale associated with the duration of the tunnelling process” [12]. Hence, there seems to be a sharp contrast, between, for instance, the discussion of tunnelling time in a condensed matter setting, where different tunnelling time definitions are debated with the underlying assumption that tunnelling time (whatever it is) is finite, and the attosecond science community where the default assumption is that it is instantaneous, and that moreover this view is both natural and uncontroversial. It is the aim of this review to bring different communities together, combining experimental and theoretical expertise to shed new (ultrashort) light on the tunnelling time problem.

Recent attempts at reconstructing valence electron dynamics in atoms and molecules have entered a regime where the tunnelling time genuinely matters [3–6]. Nevertheless, common reactions to tunnelling time can be roughly grouped into two categories: (1) it is easy or (2) it cannot be done. In the first category, it is sometimes suggested that the tunnelling time is instantaneous because both the Keldysh [18] and the closely related Büttiker–Landauer times [19] are imaginary (corresponding to the decay of the wave function under the barrier). However, both of these times were obtained using physical considerations of what a tunnelling electron actually sees in real time while inside the barrier [18,19]. In the “it can’t be done” category, it is often said that quantum mechanical uncertainty does not allow for a deterministic tunnelling time. However, as we remind in this review, the main theoretical contenders for tunnelling time can be viewed as average values, rather than deterministic quantities [20–22].

Within the attosecond science community, the word “tunnelling time” is often used to denote very different physical phenomena, sometimes referring to the imaginary part of the ionization time [17] (which corresponds to the decay of the wave function under the barrier), sometimes to the time it takes to develop a constant outgoing flux [23], or, in one instance, to the phase of ionization [24]. Here, we focus on the traditional definition of tunnelling time, given in excellent reviews by Landauer and Martin [12] and by Hauge and Stovneng [14], among others, as corresponding to the real delay time that the electron experiences in traversing a physical barrier. Due to the non-classical dynamics of the electron, this tunnelling delay time is surprisingly difficult to formally define or measure and it is one of the goals of this review to give an idea of the variety of possible approaches to tunnelling time.

Tunnelling is the first crucial step in strong field ionization of atoms and molecules and underlies virtually all present-day experiments in attosecond science, such as High Harmonic Generation (HHG) [1]. Section 2 presents a brief overview of theory and experiment of strong field ionization, explaining both the basic mechanism and some of the still unanswered questions about the tunnelling process itself. Perhaps the most important and fundamental of these open questions, tunnelling time, is presented in Section 3. Section 4 describes the use of the attoclock [9,22,25,26] for measuring tunnelling delay time, and discusses recent experimental measurements. Section 5 summarizes the implications of non-instantaneous tunnelling time on the field of attosecond science, the current status of the tunnelling time question, and points to the still unanswered questions and further directions of research, both with practical and fundamental aims.

2. Strong field ionization: theory and experiment

Here we introduce basic concepts of tunnel ionization, in particular how to interpret electron momenta distributions at the detector. We will refer frequently to these concepts in the following sections, when we introduce the concept of the attoclock and relate experimental observables, such as the one shown in Fig. 1b, to tunnelling time. We will also explain how Keldysh time arose as a candidate for tunnelling time and its close connection to the Büttiker–Landauer time, commonly mentioned in the tunnelling time literature.

2.1. Relevant units and quantities in strong field ionization experiments

Throughout this review, we will use atomic units (au). In au units, $\hbar = m = e = 1$, where $m$ and $e$ are mass and charge of the electron, respectively. In deriving analytic expressions, we will therefore often drop $\hbar$, $m$ and $e$ values from the formulas,
Fig. 1. Strong field ionization, taken from [28]. (a) The combined potential created by the Coulomb field of the atom and the laser field. The electron can escape the atom either by tunnelling (horizontal channel) or multi-photon ionization (vertical channel). (b) Electron momenta distributions measured at the detector after strong field ionization for close-to-circularly polarized light of ellipticity, $\epsilon = 0.87$.

as is often done in the strong field ionization literature [27]. Atomic units are particularly convenient in theoretical modelling, making it easy to compare and assign relative importance to the various forces acting on the electron. For example, the force binding the electron to the helium atom is of $\sim O(1)$ au at the Bohr orbital radius, while the electric field of the laser at typical experimental intensities is about $F = 0.04–0.1$ au [22]. Therefore, while the electron is bound inside the atom, the Coulomb force is much stronger than the laser field and the electron can only escape via the process of tunnelling or multi-photon ionization. On the other hand, after the electron appears at the tunnel exit (a distance of order of 10 au, depending on ionization potential and laser parameters), the Coulomb field is weak compared to the laser field strength, and the electron dynamics follow, to the lowest order, the electric field of the laser only.

Another relevant parameter is the laser centre wavelength frequency, $\omega$, which in the IR range (wavelength 700–1000 nm) is around 0.0456–0.065 au; a much slower time-scale than the oscillation frequency, $\omega_e$, of the electron inside the atom (also $\sim O(1)$ au), or $\omega_e \gg \omega$. This means that for a bound electron, the time-dependent field varies adiabatically, leading to more analytically tractable dynamics [29,30]. The $\omega_e \gg \omega$ adiabatic condition is expected to break down in the case of larger molecules, where the time-scale of electron motion becomes comparable to the laser field [31]. Below, we introduce another important parameter widely used to measure the degree of non-adiabaticity in tunnel ionization: the Keldysh $\gamma$ [18].

2.2. Basic concepts

Strong field laser ionization involves two crucial steps that beautifully combine classical and quantum mechanics: First, the electron is freed from the atom either via tunnel or multi-photon ionization [32], as shown in Fig. 1a. Next, it propagates classically in the combined ion–laser field, after which it either rescatters, resulting in processes like double ionization [33] or high harmonic generation (HHG) [34], or it gets away from the parent ion, registering its momentum at the detector (see Fig. 1b). The two ionization channels can be identified as vertical (for multi-photon) and horizontal (for tunnelling) ionization channels [27]. In tunnelling, the combined Coulomb–Laser field forms a potential barrier, through which the electron tunnels without absorbing quanta of energy from the field. On the other hand in the multi-photon regime, the electron sees a quickly oscillating electric field and absorbs many photons, $n$, thereby gaining enough energy to go over the potential barrier when $\hbar \omega \geq I_p$. While tunnel ionization has a preferred direction of emission, namely the direction of the instantaneous electric field, multi-photon ionization is believed to be independent of the phase of the laser field [35], since the electron escapes by going over the top of the potential well (see Fig. 1a). By far, the majority of phenomena in attosecond science rely on the concept of tunnel ionization. For example, the reconstruction of valence electron dynamics inside a molecule rests on the assumption that the direction of electron emission is determined by the direction of the instantaneous electric field, thereby necessitating the tunnelling picture in order to map out the density of the bound electron wavefunction [3,7,8].

Tunnel and multi-photon ionization regimes are separated by the Keldysh parameter,

$$\gamma = \frac{\omega \sqrt{2I_p}}{F} = \sqrt{\frac{I_p}{2U_p}}$$  \hspace{1cm} (1)

where $I_p$ is the ionization potential, $U_p$ ponderomotive energy, $\omega$ is the laser frequency, and $F$ is the strength of the electric field at the instance of ionization. The tunnelling regime is then defined by $\gamma \ll 1$, whereas the multi-photon ionization
regime is $\gamma \gg 1$, with the ‘cross-over’ region being $\gamma \sim 1$. These two regimes can be intuitively understood by considering the two laser parameters that determine $\gamma$ in Eq. (1): frequency, $\omega$, and field strength, $F$. At higher laser frequency (corresponding to higher $\gamma$), the electron needs to absorb less photons to overcome the binding potential, hence multi-photon ionization pathway (or the vertical channel in Fig. 1a) is more likely. On the other hand, at higher field strengths (corresponding to lower $\gamma$), the probability of tunnelling increases exponentially, since the barrier width is given approximately by $l_p/F$. Hence, the tunnelling mechanism (or the horizontal channel in Fig. 1a) dominates. It is the interplay of these two laser parameters, which together determine $\gamma$, that decides the relative contributions of tunnelling and multi-photon ionization pathways.

The experiments today operate close to the cross-over regime, with majority falling in the $\gamma$ equal to 0.5–1.5 range, depending on the ionization potential of the sample, laser frequency and intensity (see for example \cite{32,36,37}). For instance, a typical laser experiment using an ultrafast Ti:Sapphire laser (pulse duration anywhere between around 5–50 fs), with a peak intensity of $3 \times 10^{14}$ W/cm$^2$ in the wavelength of 735 nm, results in a Keldysh parameter $\gamma \approx 1.2$ for ionization of Helium gas \cite{22}. Hence, today’s experiments are believed to operate in the regime of non-adiabatic tunnelling \cite{35}, where some multi-photon absorption occurs, but tunnelling remains the dominant ionization mechanism, even, as some experiments indicate \cite{6}, for $\gamma$ as high as $\gamma = 3$. To sum up, as $\gamma$ increases, the dynamics are believed to start to deviate from adiabatic (or quasi-static) limit, which holds for $\gamma \ll 1$, to non-adiabatic tunnelling, to multi-photon ionization for $\gamma \gg 1$.

2.3. Theoretical methods

A number of non-adiabatic tunnelling theories have been developed \cite{38–41}, many of them building on the seminal work by Perelomov, Popov and Terentev (PPT) \cite{42,43}. These methods are based on the approximate solution of the Schrödinger equation and the subsequent application of the saddle point analysis or the imaginary time method \cite{43,44}. This method uses sub-barrier trajectories in imaginary time to calculate ionization probabilities, where the sub-barrier trajectories can be obtained using the saddle-point method. While such trajectories have proven an extremely useful analytic tool in evaluating transmission probabilities, they are less suitable for evaluating phase-dependent tunnelling times, predicting instantaneous tunnelling. This will be discussed in more detail in Section 4.

In the adiabatic ($\gamma \ll 1$) limit, PPT can be shown to reduce to a popular theory developed by Ammosov, Delone and Krainov (ADK) \cite{45}. Both PPT and ADK theories are based on the important underlying assumption, arising from the Strong Field Approximation (see below) that the Coulomb field of the parent ion can be neglected after the electron appears at the tunnel exit. This is because the Coulomb field is relatively weak compared to the strong field of the laser, and therefore does not substantially alter electron dynamics after ionization. Long-range Coulomb potential can nevertheless be taken into account by performing Classical Trajectory Monte Carlo (CTMC) simulations \cite{36,41,46,47} or analytically by using perturbation theory \cite{44}. In CTMC simulations, trajectories are launched using the initial conditions based on the ionization probabilities obtained either from PPT or ADK. These two theories have different predictions for the initial velocity at the tunnel exit point, as well as the location of the tunnel exit point itself. In particular, ADK predicts that the most probable initial electron momentum at the tunnel exit is zero, and the transverse velocity distribution, $v_\perp$, (or distribution perpendicular to the direction of tunnelling) is given by \cite{45,48}:

$$|\langle \Psi \rangle|^2 \propto \exp \left( -\frac{2}{3} \frac{l_p^{3/2}}{F} \right) \exp \left( -v_\perp^2 \frac{2F_{\text{max}}}{F} \right)$$

(2)

where $\Psi$ is the single active electron wave function. When ADK theory is applied, the adiabatic tunnel exit point obtained in the short-range potential approximation, or $x_e = l_p/F$, is frequently used \cite{41,49}. Alternatively, an exit point obtained by solving the equation: $-l_p = -1/\omega - Fx + v^2/2$, with velocity set to zero, is also used \cite{50}, resulting in an exit point referred to as the Field Direction Model (FDM) \cite{26} and given by,

$$x_e = \frac{l_p + \sqrt{l_p^2 - 4F_{\text{max}}}}{2F_{\text{max}}}$$

(3)

where $F_{\text{max}} = F_0/\sqrt{\epsilon^2 + 1}$ is the maximum electric field.

The experimental data as seen at the detector (Fig. 1b) can be qualitatively reproduced by launching CTMC simulations (shown in Fig. 2 for different ellipticities of laser light) at the tunnel exit with zero velocity in the direction of tunnelling, and with transverse velocity distribution, $p_\perp$, given by Eq. (2). Each electron trajectory then follows classical equations of motion, given by the field of the parent ion, and the strong laser field, where the laser field is commonly approximated as \cite{34}:

$$\mathbf{F}(t) = \frac{-F_0(t)}{\sqrt{\epsilon^2 + 1}} \{\cos(\omega t + \phi_e) \hat{x} + \epsilon \sin(\omega t + \phi_e) \hat{y}\}$$

(4)

where $\omega$ is the central frequency of the laser, $\epsilon$ is the ellipticity (the major axis of polarization is along $\hat{x}$), and $f(t)$ is the slowly-varying pulse envelope: $f_{\text{max}} = f(0) = 1$. For many-cycle pulses, we can approximate the carrier-envelope offset
Fig. 2. Classical Trajectory Monte Carlo (CTMC) simulations using a TIPIS model [26] for different ellipticities of laser light, taken from [46]. Only one of the two symmetric lobes is shown.

(CEO) phase [51]: \( \phi_c \approx 0 \). In the following discussion, we shall set \( \phi_c = 0 \), corresponding to the peak of the electric field occurring at \( t = 0 \).

Note that the field given by Eq. (4) is an electric field only, hence neglecting the transverse magnetic component. This arises from the use of the dipole approximation, which neglects the spatial dependence of the laser field, since the wavelength of the IR laser is much longer than the excursion distance of the ionized electron during the duration of the pulse, leading to: \( \mathbf{B} = \nabla \times \mathbf{A} \approx 0 \). The use of the dipole approximation considerably simplifies the dynamics, and is key behind the use of the tunnelling picture in strong field ionization. For higher laser intensities, above \( 10^{16} \) W/cm\(^2\), magnetic field effects become significant, necessitating different type of analysis [43,52–55] and HHG is suppressed due to the perpendicular drift introduced by the B-field [56].

The tunnelling picture follows after expressing the potential due to the laser field in the length-gauge formulation as: \( V(r) = r \cdot \mathbf{F}(t) \). The short range-potential approximation assumes that the long (slowly varying for \( r \gg 1 \)) tail of the Coulomb potential can be approximated as a flat horizontal line inside the potential barrier. In this case, the length-gauge Hamiltonian in the short-range potential approximation [27,49] can be expressed as,

\[
\hat{H}_{LG} = \frac{\hat{p}^2}{2} + r \cdot \mathbf{F}(t)
\]

where \( \hat{p} \) denotes the kinetic momentum of the electron (equal to velocity in atomic units), and \( \mathbf{F}(t) \) is the field strength, given by Eq. (4). The adiabatic tunnel exit point at the peak of the laser field can be obtained from Eq. (5) by setting the kinetic energy term equal to zero and energy to \( -I_p \), resulting in: \( x_e = I_p / F_{max} \), where \( F_{max} = F_0 / \sqrt{\epsilon^2 + 1} \).

A more accurate adiabatic semi-classical model that fully incorporates the \( 1/r \) potential can be obtained by changing into parabolic coordinates [26,57]. In this case, the Schrödinger equation for a single electron in the \( 1/r \) potential and a static external electric field separates [57], and the exit point can be approximated as [46]:

\[
x_{e,p} \approx \frac{I_p + \sqrt{I_p^2 - 4\beta F_{max}^2}}{2F_{max}}
\]

where \( \beta = 1 - \sqrt{2F_0} / 2 \). The parabolic exit point has been used as an initial condition in the CTMC simulations combined with the ADK probability distribution for the initial electron momenta to obtain electron momenta distributions, such as the ones shown in Fig. 2, which were in good agreement with experimental data in [26], particularly after accounting for the dipole interaction term in Argon (the dipole term was found to have a negligible effect in Helium). This approach of using an exit point given approximately by Eq. (6), ADK probability distribution for the initial velocities, and taking account of a higher order dipole term in the classical equations of motion is known as the TIPIS model [26]. TIPIS is expected to work best in the low frequency, high laser intensity limit, when \( \gamma \) is small: \( \gamma \ll 1 \). At higher values of \( \gamma \), some multi-photon absorption is expected to occur. In this regime, TIPIS (which assumes a static electric field and hence a purely tunnelling process) may
be less reliable. We will come back to both TIPIS and PPT models in the context of extracting tunnelling time from the attoclock measurements. For convenience of presentation, we will refer to the exit point given by Eq. (6) as the TIPIS exit point, even though it already directly follows from the application of widely used parabolic coordinates, with excellent exposition given in Landau and Lifshitz [57].

An alternative to using a TIPIS model, which is expected to break-down at lower intensities (although some recent work finds that TIPIS may hold at much lower intensities than expected [32]), is to use a $\gamma$-dependent non-adiabatic approach that follows from the imaginary time method [42,44]. In this case, the tunnel exit is obtained from the complex valued sub-barrier trajectories obtained using the saddle-point approach [38,43,44]. The exit point in this case depends on the non-adiabaticity parameter, $\gamma$, approaching the ADK adiabatic exit point, $I_p/F$, in the $\gamma \ll 1$ limit [42]:

$$x_{e,na} = \frac{F_{\text{max}}}{\omega^2} (\sinh(\omega \tau_0) - 1) \quad (7)$$

where $\tau_0$ solves the following equation [38,42]

$$\sinh^2 \tau_0 \left[ 1 - e^2 \left( \coth \tau_0 - \frac{1}{\tau_0} \right)^2 \right] = \gamma^2. \quad (8)$$

Fig. 3 compares barrier widths predicted by the three different theories: ADK, PPT, and TIPIS. As can be seen, there is only a small difference between the TIPIS (magenta curve, Eq. (6)) and the $I_p/F$ (blue) widths. Moreover, the PPT (green curve, Eq. (7)) barrier width approaches $I_p/F$ at smaller values of $\gamma$, corresponding to higher field strengths, but substantial deviations occur at higher $\gamma$, indicating that non-adiabatic effects become significant at lower laser intensities. The fourth curve (yellow–green, Eq. (3)) corresponds to the exit point given by the field direction model [26], and shows somewhat significant differences from the $x_{e,na}$ exit point, which is a more accurate solution of the combined Laser–Coulomb potential in the adiabatic limit. Therefore, in the adiabatic model, either $I_p/F$ or $x_{e,na}$ exit points can be used, while in the non-adiabatic regime, the PPT exit point given by Eq. (7) can be employed. In addition to differences in the exit point, there is a difference in the initial velocities at the tunnel exit between adiabatic and non-adiabatic predictions. Indeed, it is this difference which is often referred to as distinguishing adiabatic from non-adiabatic regimes [2,32]. The centre of the electron momentum distribution at the tunnel exit is equal to zero according to adiabatic prediction. This can be clearly seen in Eq. (2), where $|\langle p | \Psi \rangle|^2$ is maximized when $p_\perp = 0$. These differences in initial velocities results in differences in the final momenta distributions found at the detector. In particular, neglecting the higher-order Coulomb correction, the final momentum at the detector corresponds to conserved canonical momentum, which is given by:

$$\mathbf{P} = \mathbf{v}(t_0) - \mathbf{A}(t_0) \quad (9)$$

where $t_0$ can be the instance the electron appears at the tunnel exit and $\mathbf{A}$ is the vector potential of the laser field. The equivalence between conserved canonical momentum and final momentum at the detector comes about because at the time, $t_{\text{final}}$, when the electron is registered at the detector, the laser pulse has already passed: $\mathbf{A}(t_{\text{final}}) \approx 0$, resulting in: $\mathbf{P} = \mathbf{v}(t_{\text{final}})$.

Eq. (9) comes directly from conservation of canonical momentum that arises whenever spatial dependence is absent in the Hamiltonian: $d\mathbf{P}/dt = -\partial H/\partial \mathbf{r} = 0$. In this case the time-dependent Hamiltonian is given by the kinetic energy of the electron,

$$H_F(t) = \frac{1}{2} \mathbf{v}(t)^2 = \frac{1}{2} |\mathbf{P} + \mathbf{A}(t)|^2 \quad (10)$$

where the subscript $F$ denotes that only the laser field is included in the Hamiltonian. Eqs. (9) and (10) are only strictly valid for short-range potentials, where we can neglect the $V(r)$ term for $r \geq x_e$. The long-range potential of the parent ion introduces small, but noticeable corrections to this final momentum, which will be described in Section 2.4.
Table 1

Theoretical predictions of initial conditions at tunnel exit.

<table>
<thead>
<tr>
<th>Theory</th>
<th>Type</th>
<th>( t_{\text{exit}} )</th>
<th>( \mathbf{p}_{\text{initial}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADK</td>
<td>Adiabatic</td>
<td>( I_p/F )</td>
<td>0</td>
</tr>
<tr>
<td>FDM</td>
<td>Adiabatic</td>
<td>( x_{e,f}, \text{Eq. (3)} )</td>
<td>0</td>
</tr>
<tr>
<td>TIPIS</td>
<td>Adiabatic</td>
<td>( x_{e,p}, \text{Eq. (6)} )</td>
<td>0</td>
</tr>
<tr>
<td>PPT</td>
<td>Non-adiabatic</td>
<td>( x_{e,na}, \text{Eq. (7)} )</td>
<td>( p_{\text{exit}}(0), \text{Eq. (12)} )</td>
</tr>
</tbody>
</table>

Despite its approximate nature, Eq. (9) has been used frequently for attosecond angular streaking [1,7] to time the moment that the electron appears at the tunnel exit from observing its final momentum at the detector. In the adiabatic regime, the most likely electron trajectory appears at the tunnel exit at the peak of the electric field, at a time \( t_0 \) = 0 (see Eq. (4)) with zero initial velocity, assuming field intensity is sufficiently low that no saturation or over-the-barrier ionization occurs. This results in the final momentum, given approximately by:

\[
\mathbf{p}_{\text{adiab}} = \pm \mathbf{A}(0) = \pm \frac{e F_0}{\omega \sqrt{\epsilon^2 + 1}} \hat{y}
\]  

where we have used Eqs. (4) and (9) with \( \mathbf{p}(0) = 0 \) and \( \mathbf{F} = -\partial \mathbf{A}/\partial t \). Eq. (11) corresponds to the location of the centre of the electron momenta distribution for elliptically polarized light with major axis of polarization along the \( x \)-axis, such as shown in Eq. (4). The approximate validity of this equation can be verified by looking at Fig. 1b, which shows that the electron momenta distributions are predominantly displaced along the \( y \)-axis. The additional angular rotation, which results in a non-zero momentum component along the \( x \)-axis, labelled as \( p_{x,\text{final}} \) in the figure, will be discussed in Section 2.4.

In the non-adiabatic regime, the final momentum of the centre of the distribution is likewise predicted to point along the minor axis of polarization (neglecting Coulomb effects), but is displaced higher than the adiabatic case. This is due to a non-zero velocity offset at the tunnel exit, given by complex-valued trajectories that follow from the imaginary-time method by [38,42,44].

\[
\mathbf{p}_{\text{na}}(0) = \frac{e F_0}{\omega \sqrt{\epsilon^2 + 1}} \left( \frac{\sinh(t_0)}{t_0} - 1 \right) \hat{y}
\]  

where \( t_0 \) is determined from Eq. (8). Note that, in contrast to Eq. (2), the momentum spread at the tunnel exit is centred around \( \mathbf{p}_{\text{na}}(0) \), rather than zero. The prefactor and the standard deviation is also somewhat larger, and can be found in [42,38]. A summary of the predictions of different theories for the initial conditions immediately after tunnel ionization is given in Table 1.

Using Eqs. (9), (11) and (12), the final momentum of the centre of the distribution in the non-adiabatic regime can be expressed as [38]:

\[
\mathbf{p}_{\text{non-adiab}} = C(\gamma) \mathbf{p}_{\text{adiab}}
\]  

where \( C(\gamma) = \sinh(t_0)/t_0 \). Since \( C(\gamma) \approx 1 \), the non-adiabatic momentum offset is always greater than the corresponding adiabatic expression. The difference between the two is highly sensitive to the Keldysh parameter, \( \gamma \), which determines \( t_0 \) (see Eq. (8)). For example, for \( \gamma = 1 \), \( C(\gamma) \approx 1.17 \), therefore the difference between non-adiabatic and adiabatic cases is relatively small. On the other hand, for \( \gamma = 2 \), \( C(\gamma) \approx 1.45 \), meaning that the centre of the momenta distributions are significantly displaced to a higher radius.

Despite significant at higher \( \gamma \) differences in final momenta and exit points between PPT and adiabatic theories, the final angular offset of the centre of the distribution, as obtained from CTMC simulations of Helium, is nearly the same in both models over a wide range of \( \gamma \). This is because the closer exit point predicted by PPT tends to counter-act the initial non-adiabatic velocity offset such that the ratio of the final momenta along the minor and major axis of polarization, or \( p_y/p_x \), is almost the same whether PPT or TIPIS CTMC simulations are used, at least for ionization of Helium [28]. This good agreement between the PPT and adiabatic models when it comes to the angle of the centre of the momenta distribution is important, since it is precisely from this angle that tunnelling time is extracted with the attoclock method, as will be explained in Section 4.

2.4. Strong field approximation

Strong Field Approximation theory (SFA) can be used to interpret electron momenta distributions at the detector and relate them to physically meaningful events, such as valence electron dynamics inside atoms and molecules. Within SFA, the tunnelling regime holds under adiabatic assumptions (corresponding to \( \gamma \ll 1 \) limit): the bound electron sees an essentially static electric field created by the combined Coulomb and laser fields, and therefore escapes by tunnelling. In this case, the direction of electron emission is determined by the direction of the electric field at the instance of tunnelling. For instance, in the case of linearly polarized light, the electrons are emitted preferentially along the direction of polarization. In contrast, in multi-photon ionization (corresponding to \( \gamma \gg 1 \)) there is no preferred direction of emission, since the electron absorbs
enough photons to go over the top of the potential barrier, following a vertical emission channel. The two ionization channels corresponding to tunneling and multi-photon ionization are depicted in Fig. 1a.

SFA was originally developed by Keldysh [18], with subsequent seminal developments from Perelomov, and co-authors [42], Reiss [58], and Faisal [59]. Here we present a quick and simple derivation, showing how electron momenta distributions at the detector can be obtained from SFA using saddle point approximation, and how the ADK probability distribution, discussed in the last sub-section emerges in the $\gamma \ll 1$ limit. In principle, all of the results of the previous sub-section that neglect the Coulomb force after ionization and much more [38, 58] can be recovered from SFA. For a more detailed treatment, see excellent reviews in [27, 43].

We first partition the total Hamiltonian into two parts: $\hat{H} = \hat{H}_0 + \hat{V}$, where $\hat{H}_0$ and $\hat{V}$ are atomic and laser potentials, respectively. In this case, the solution of the time-dependent Schrödinger equation projected onto the velocity basis is given by [27]:

$$\langle \Psi | \Psi (t) \rangle = -i \int_{t_1}^{t} dt' \langle e^{-i H_{0} t' / \hbar} | \hat{V} (t') | e^{-i H_{0} t / \hbar} \rangle | \Phi_i \rangle$$

(14)

where $| \Phi_i \rangle$ is the initial ground state of the atom and is therefore an eigenstate of $\hat{H}_0$, allowing the $\hat{H}_0$ term to be replaced by the ground-state energy, $-I_p$, in Eq. (14). The eigenstates $| \psi \rangle$ correspond to the final electron momenta measured at the detector. Therefore, the quantity $| \langle \psi | \Psi \rangle |^2$ will give us the density of experimentally measured electron momenta distributions, such as the ones shown in Fig. 1b.

Eq. (14) is known at the time-reversed S-matrix amplitude, and is rather difficult to compute. The crucial simplification of SFA is to neglect the Coulomb force in the term $\hat{H}(t')$, approximating it instead by the Hamiltonian $\hat{H}_p$ in Eq. (10). This substitution amounts to neglecting the Coulomb field after ionization because it is much weaker than the strong laser field: hence the name Strong Field Approximation. With this substitution, the propagator $e^{-i H_{0} t / \hbar}$ is called the Volkov propagator and the states $| \psi \rangle$ are Volkov states. It therefore propagates these states backwards in time, from $| \psi \rangle$ at time $t$ to $| \psi \rangle$ at time $t'$. Eq. (14) now simplifies to:

$$\langle \Psi | \Psi (t) \rangle = -i \int_{t_1}^{t} dt' e^{-i S(t', t') / \hbar} | \psi | \psi (t') \rangle | \Phi_i \rangle$$

(15)

where

$$S(t, t') = \frac{1}{2} \int_{t_1}^{t'} \left( P + A(t') \right)^2 dt'' - I_p t'. \tag{16}$$

Eq. (15) can be evaluated using a saddle-point method. In particular, the exponent in Eq. (15) is large, $S(t, t') \gg 1$, leading to fast oscillations that largely cancel out, with the most significant contribution at a point, $t'_s$, where $t'_s$ solves $\partial S(t, t') / \partial t' = 0$. Therefore Eq. (15) can be approximated as:

$$\langle \Psi | \Psi (t) \rangle \propto e^{-i S(t, t'_s)}. \tag{17}$$

To find $t'_s$, we take a derivative of Eq. (16) with respect to $t'$ and set it equal to zero, resulting in,

$$\frac{1}{2} \left( P + A(t'_s) \right)^2 + I_p = 0. \tag{18}$$

For simplicity, let us take linearly polarized light, with polarization along the x-axis, and use a plane-wave vector potential: $A(t) = (F_0 / \omega) \sin (\omega t) \hat{x}$, so that $t = 0$ corresponds to maximum electric field pointing along the $-x$-axis. Since we are calculating ionization probability near the peak, the pulse envelope does not play a significant role here. Eq. (18) can now be written as:

$$\frac{1}{2} \left( P_x + \frac{F_0}{\omega} \sin (\omega t'_s) \right)^2 + \left( I_p + \frac{v_x}{2} \right) = 0. \tag{19}$$

To determine $P_x$, we use Eq. (9), substituting $v_x(t_0) = 0$, since velocity along the direction of ionization is zero at tunnel exit, resulting in

$$P_x = -\frac{F_0}{\omega} \sin (\omega t_0) \tag{20}$$

where, as before, $t_0$ is the instance the electron appears at the tunnel exit. It is clear from the above equation that the momentum at the detector along the major axis of polarization is determined solely by the time of ionization. In particular, electrons ionized exactly at the peak of the laser field, end up with $P_x = 0$ at the detector, while the electrons ionized before (after) the peak, corresponding to $t_0 < 0 (t_0 > 0)$, are accelerated (decelerated) by the laser field relative to $P_x = 0$ electrons and end up with $P_x > 0 (P_x < 0)$ at the detector. Fig. 4 illustrates experimentally measured momenta distributions for
Fig. 4. Experimentally measured electron momenta distributions after strong field ionization for different values of ellipticity, $\epsilon$, of laser light. Peak laser intensity: $8 \times 10^{14}$ W cm$^{-2}$, pulse duration (FWHM) of 33 fs, central wavelength of 788 nm.

Source: Taken from [36].

linearly polarized light, or $\epsilon = 0$ (left panel). It is clear that the biggest electron density corresponds to $P_x = P_y = 0$, or to ionization at the peak of the laser field with zero transverse momentum at the tunnel exit.

To calculate probability of ionization at the peak, we substitute $P_x = 0$ into Eq. (19), multiply both sides by $2 (\omega/F_0)^2$, and use the definition of $\gamma$ in Eq. (1), resulting in

$$\sin \left(\omega t'_s\right) = \pm i\gamma \left(1 + \frac{v_\perp^2}{2l_p}\right)^{1/2}.$$  

In the adiabatic limit, or for $\gamma \ll 1$, $|\omega t'_s| \ll 1$, and $t'_s$ can be approximated as

$$t'_s \approx \frac{\gamma}{\omega} \left(1 + \frac{v_\perp^2}{4l_p}\right)$$

where a further approximation $v_\perp^2 \ll 2l_p$ and a Taylor expansion of the square-root term in Eq. (21) was used. Only a positive solution was retained in Eq. (22), corresponding (as shall be seen shortly) to a decay of the wave function under the potential barrier. This is indeed the essence of WKB approximation, where only a single decaying solution is taken inside the barrier. Substituting Eq. (22) into Eq. (17), using Eq. (16) with $P = 0$ and integrating we get after a bit of algebra the ADK probability distribution, given in Eq. (2).

Two points are worthy of note about ionization probabilities derived from SFA. First, the first exponential term in Eq. (2) corresponds to the probability of tunnelling through a static triangular barrier of height $l_p$ and width $l_p/F$ [60]. Hence, in the $\gamma \ll 1$ limit, SFA does indeed reduce to tunnelling through a static short-range (by short-range we mean no Coulomb tail inside the barrier) potential. Second, the other exponential term acts like a momentum filter, preferentially filtering out components with small velocities perpendicular to the direction of tunnelling. This can be understood by considering that the total energy of the bound electron is conserved, so any energy that is expended on transverse motion is lost in the direction of tunnelling, resulting in an effectively wider potential barrier than $l_p/F$. In fact, as can be seen from Eq. (19), the effective ionization potential corresponds to: $l_p + v_\perp^2/2$.

Importantly, for $v_\perp = 0$, $|t'_s|$ is equivalent to Keldysh time, given by Eq. (24). Since $t'_s$ in Eq. (22) is imaginary, it is often said that Keldysh time is “imaginary” and therefore does not correspond to tunnelling time. This is also sometimes used, in the context of strong field ionization, as an argument for instantaneous tunnelling time, where the time spend under the barrier is “imaginary” with the “real” clock beginning to tick when the electron emerges at the tunnel exit. However, this argument of tunnelling in imaginary time applies equally well to other tunnelling problems, whenever WKB approximation is used (see Eq. (26) and the discussion that follows it). Therefore, it is not yet clear what the connection is between Keldysh time and what is normally meant by tunnelling time. We will come back to this question in Section 2.6 and in the following sections.

2.5. Coulomb effects

As mentioned in the prior sub-section, SFA neglects the Coulomb potential after ionization, predicting electron momenta distributions displaced along the minor axis of polarization only, as given in Eqs. (11) and (13). However, it is clear from Fig. 4 that a small displacement of the centre of the momenta distributions along the x-axis is present as well. This is due to the pull of the parent ion after the electron appears at the tunnel exit. Since most of the Coulomb correction is incurred in
the vicinity of the atom, the change in momentum is predominantly along the direction of ionization. Hence the Coulomb correction shifts the centre of the electron momenta distribution predominantly along the x-axis. This imprint of the long-range ionic potential can be seen especially clearly in Fig. 1b, where $p_{x,\text{final}}$ and $p_{y,\text{final}}$ label the location of the centre of the momenta distribution along the major and minor axes of polarization, respectively. Although SFA predicts $p_{x,\text{final}} = 0$, small but significant $p_{x,\text{final}}$ is actually observed.

To estimate this additional correction to the final momentum, a perturbative approach has been proposed that freezes the electric field at the instance the electron appears at the tunnel exit [41]. This approach works surprisingly well at higher values of $\epsilon$, as can be seen in Fig. 5. The theoretical curve plotted in Fig. 5 was obtained by using the results obtained in [41] with the exit point taken from TIPIS [26]. In particular, substituting Eq. (6) into $\Delta P_x \approx -\pi F_{\text{max}} x_e^{-3/2}$, given in [41], we obtain:

$$P_x = \Delta P_x \approx -\frac{\pi F_{\text{max}}}{\left(l_p + \sqrt{l_p^2 - 4\beta F_{\text{max}}} \right)^{3/2}}$$

(23)

where $\beta = 1 - \sqrt{2}l_p/2$. The analytical estimate given by Eq. (23) breaks down at low values of $\epsilon$. This is somewhat surprising because the perturbative approach is supposed to provide a lower estimate on $|P_x|$, yet Fig. 5 shows that it substantially over-estimates the Coulomb correction for $\epsilon < 0.2$. This has been explained by considering that a significant fraction of low-energy electrons are captured into Rydberg states at low values of $\epsilon$ [47]. Hence electrons observed at the centre of the distribution for $\epsilon < 0.2$ actually correspond to electrons ionized before the peak of the $E$-field. This is yet another modification to the SFA picture and Eq. (2), where the highest electron counts at the detector correspond to maximum field strength, $F$, and hence electrons ionized at the peak.

In addition to over-estimating $P_x$, the perturbative approach significantly under-estimates the impact of the long-range potential on $P_y$ for low values of $\epsilon$. In particular, this approach predicts the correction to the momentum to be entirely along the direction of ionization, and hence along the x-axis for ionization at the peak. This is clearly violated for $\epsilon < 0.2$, as can be seen in Fig. 6, where the experimental data for $P_y$ deviates significantly from the Coulomb-free prediction given by Eq. (11) (green curve).

However, as Fig. 6 shows, for higher values of $\epsilon$, where the attoclock operates (see Section 4), there is an excellent agreement between the theoretical prediction that neglects long-range potential and experimentally measured $P_y$. Likewise, the perturbative estimate for $P_x$, given by Eq. (23) works well at high $\epsilon$. More precise estimates of corrections due to the force of the parent ion both for $P_x$ and $P_y$ can be performed by running CTMC simulations, as was described in Section 2.2.

To conclude, the effects of the parent ion on the departing electron is important since it rotates the electron momenta distribution (see Fig. 4) increasing the angle from which tunnelling time is extracted with the attoclock method. However, these effects are well-understood and hence the extra angle due to the Coulomb correction can be subtracted from the measurement to get tunnelling time. More details on this method will be given in Section 4.

2.6. Times commonly arising in strong field ionization

By far, the most common time arising in the context of strong field ionization is the Keldysh time. Here, we show the simple procedure of how Keldysh originally calculated what has come to be known as Keldysh time in [18] and relate it to the well-known Büttiker–Landauer time [19]. We also consider the physical arguments for why these times have been suggested as tunnelling time. We want to emphasize that the two times are very closely related and that the validity of one for tunnelling time would immediately imply the validity of the other.
Fig. 6. Centre of the electron momenta distributions $P_x$ and $P_y$ along the major and minor axes of polarization, respectively, obtained from experiment. Theoretical curves correspond to expected values in the absence of any Coulomb interaction for $P_y$ (green curve) and $P_x$ (horizontal black line). Experimental $P_x$ data points are the same as in Fig. 5.

Source: Taken from [47].

### Table 2

Commonly used definitions of tunnelling times. Each one depends on the transmission amplitude, $T$, of the wave function through the potential barrier.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Büttiker–Landauer</td>
<td>Probability-dependent</td>
<td>$\tau_{BL}$</td>
<td>$-\hbar \ln</td>
</tr>
<tr>
<td>Pollack–Miller</td>
<td>Probability-dependent</td>
<td>$\tau_{PM}$</td>
<td>$\hbar \ln</td>
</tr>
<tr>
<td>Eisenbud–Wigner</td>
<td>Phase-dependent</td>
<td>$\tau_{EW}$</td>
<td>$\hbar \theta /\partial E$</td>
</tr>
<tr>
<td>Larmor</td>
<td>Phase-dependent</td>
<td>$\tau_{LM}$</td>
<td>$-\hbar \theta /\partial V$</td>
</tr>
</tbody>
</table>

The Keldysh time was obtained by calculating the classical time it would take for a point particle to travel through the inverted triangular barrier [18]. In particular, the kinetic energy of the electron was taken to be equal to the ionization potential: $KE = (1/2) mv^2 = I_p$, resulting in $v = \sqrt{2I_p}$, where Keldysh [18] dropped the mass of the electron, since it is equal to one in atomic units. (That $I_p$ is indeed the average kinetic energy of the bound electron easily follows from the virial theorem for $1/r$ potential: $2KE = -PE$, where $KE$ and $PE$ are average kinetic and potential energies, respectively.) Calculating the time it would take to decelerate an electron from velocity $v = \sqrt{2I_p}$ to zero (the barrier exit point) while applying a constant deceleration of $F$, which is the strength of the electric field, we get Keldysh time:

$$\tau_K = \sqrt{2I_p}/F.$$  \hspace{1cm} (24)

Therefore it seems clear that Keldysh was viewing $\tau_K$ as the physical amount of time it would take the electron to cross the distance of a barrier, $I_p/F$, while being decelerated by an electric field of the laser. The physical justification to assigning the meaning of tunnelling time to this classical calculation arises when considering the non-adiabaticity parameter, $\gamma$, which can be rewritten as:

$$\gamma = \omega \tau_K.$$ \hspace{1cm} (25)

From this equation, it is clear that if the tunnelling time, $\tau_K$, is long, compared to the frequency of the laser field, then $\gamma \gg 1$, and the electron sees a quickly oscillating laser field and absorbs many photons, going over the barrier (vertical channel in Fig. 1a). On the other hand, if the tunnelling time, $\tau_K$, is fast compared to $\omega$ than the electron sees a static field while tunnelling and the problem is essentially adiabatic. Hence, the physical justification for viewing $\tau_K$ as the tunnelling time is based on explaining the transition to non-adiabatic tunnelling as arising from the barrier transversal time becoming comparable in magnitude to the time-variation of the potential barrier.

This was precisely the physical motivation behind the Büttiker–Landauer time [19]: a more general definition which reduces to the Keldysh time when applied to tunnelling through a triangular barrier of width $I_p/F$. Within the WKB approximation, this definition is equivalent to [19]:

$$\tau_{BL} = \int_{x_0}^{x_e} \frac{m}{p(x)} dx = \int_{x_0}^{x_e} \frac{\sqrt{m/2}}{(V(x) - E)^{1/2}} dx$$ \hspace{1cm} (26)

where $x_0$ and $x_e$ are entrance and exit points from the barrier, respectively, $m$ is the mass, and the (imaginary) momentum is given by: $p(x) = \sqrt{2m (V(x) - E)}$. An alternative definition of the Büttiker–Landauer time (equivalent within the WKB approximation) will be given in the following section (see also Table 2).
The integral in Eq. (26) is real, since $V(x) > E$ everywhere inside the potential barrier. However, it is clear that Eq. (26) would give imaginary time, if the momentum $p(x)$ was defined the usual way. Hence, $\tau_{BL}$ is imaginary in the same way that the Keldysh time was shown to be imaginary in Section 2.4. This property simply follows from $V(x) > E$ inside the forbidden region, resulting in imaginary momentum and, since the width of the barrier is real, traversal in imaginary time.

In spite of $\tau_{BL}$ becoming imaginary when the “proper” definition of momentum is inserted into Eq. (26), Büttiker and Landauer argued that it must be the actual barrier transversal time because it determines the onset of the ‘cross-over’ regime between pure tunnelling and tunnelling while absorbing one or more photons from the oscillating field [19]. In particular, Büttiker and Landauer used a rectangular barrier of height $V_0$ with a low amplitude oscillation of magnitude $V_1 \ll V_0$ and frequency $\omega_b$. They found that for $\omega_b \tau_{BL} \sim 1$, the tunneled electron was likely to have absorbed a photon, suggesting that the electron “knew” about the time-dependent oscillation in the field while tunnelling. This, in turn, was interpreted as suggesting that the time-scale of the tunnelling process was comparable to the time-scale of the oscillation. Hence $\omega_b \tau_{BL}$ is similar to the Keldysh $\gamma$ in separating adiabatic tunnelling from the regime where quanta of energy are absorbed from the oscillating field. Despite some theoretical problems in interpreting $\tau_{BL}$ as tunnelling time apparent in the limit of thin barriers [14], the physical interpretation sketched out above was appealing and the Büttiker–Landauer time remained a very popular contender for tunnelling time in the last few decades. We will compare it with the attoclock measurements in Section 4.

Recently, it has been found that Keldysh time (and hence, as we have explained above, the Büttiker–Landauer time) is proportional to the time it takes the system to reach static ionization rates after a sudden turn-on of the potential [23]. In this case, contrary to the suggestion in [23], Keldysh time would not actually correspond to tunnelling time, as it is typically defined. Note that the Büttiker–Landauer time is actually well-defined for static potentials, and is referred to by Büttiker and Landauer as a “time a tunnelling particle interacts with its barrier” or the “barrier traversal time”. The results in [23] are nevertheless relevant since they suggest that both the Keldysh and the Büttiker–Landauer times may be more representative of the transient behaviour of wave functions in time-dependent potentials, rather than as a practically useful definition of tunnelling time. The relationship between the Keldysh time and this transient behaviour, however, is still far from clear, since the proportionality constant between the two times was found numerically in [23] to depend on a particular shape of the potential, but without physical or mathematical justification as to why different potentials resulted in different constants, or what these constants should be on theoretical grounds.

Another time, called Eisenbud–Wigner (or Wigner–Smith) time [61], has been widely used to calculate time delays in single photon ionization with attosecond pulses [10, 62–66]. As mentioned in Section 3.1, this time is more problematic for tunnelling, since the peak of the wave-packet in this case is not well-defined. In addition, it is not clear how to define the Eisenbud–Wigner time for tunnel ionization, since the Hamiltonian in this case is time-dependent due to the strong laser field, in contrast to assumptions used to derive the Eisenbud–Wigner time in [61]. In particular, this time was derived for static potentials which asymptotically go to zero for large distances, with the relative Eisenbud–Wigner time being determined by the phase difference between near-monochromatic wave packets of the same energy propagating in a vacuum and in a potential, respectively. Hence, this time is well-suited to study single photon ionization, where an attosecond pulse is assumed to instantaneously promote the electron into a continuum, at which point it interacts only with the time-independent potential of the parent ion. However, this set of assumptions is not satisfied in tunnel ionization, where the dominant terms in the Hamiltonian immediately after tunnel ionization are determined by the time-dependent laser fields. Nevertheless, the Eisenbud–Wigner time can be calculated following the definition given in Table 2, although standard methods of matching the outgoing to the bound-state wave function, such as was done in [67, 68], fail in this case since phase information is lost, incorrectly predicting instantaneous tunnelling for phase times, such as Eisenbud–Wigner and Larmor times (see Section 4.4 for more details) [69].

3. Tunnelling time theory

While tunnelling probabilities, such as the ones presented in the previous section, are well defined and widely accepted, the question of how long it takes a particle to transverse a barrier has been the subject of intense debate for decades. Since MacColl [11], there have been repeated attempts to address this question with “no clear consensus, however, about the existence of a simple expression for this time, and the exact nature of that expression” [12]. To complicate matters, the tunnelling time itself is not well defined. Different definitions exist, arguably related to different and complementary aspects of the tunnelling problem and depending on the experimental context.

Here, we will start with the four commonly used definitions of tunnelling time (Section 3.1), followed by a Feynman path integral (FPI) approach that can be used to calculate probability distribution of tunnelling times in Section 3.2. We then show in Section 3.3 that within the FPI formulation, the common tunnelling time definitions can be viewed as averaged quantities, rather than deterministic values. We also indicate the connection between the FPI approach and the increasingly influential in quantum mechanics theory of weak measurement [70]. The theory presented here will be compared with the attoclock measurements in the context of strong field ionization in Section 4.

We want to emphasize that the theoretical treatments of tunnelling times described here are by no means exhaustive and that other approaches exist, such as Bohmian trajectories [71] or Wigner paths distribution. For more detailed accounts, see for example [12, 14].
3.1. Definitions of tunnelling time

There are four widely used definitions of tunnelling time, which can be classified as either “probability dependent” or “phase dependent”. Here we will briefly review these four tunnelling times, as well as indicate their relationship to each other, to be discussed again in Section 3.3. The four times are: Larmor time [72,73], \( \tau_{LM} \), the Büttiker–Landauer time [19], \( \tau_{BL} \), the Eisenbud–Wigner time [61], \( \tau_{EW} \), and the Pollack–Miller time [74], \( \tau_{PM} \). All of these times are based on very different models, but they can all be expressed in terms of the transmission amplitude: \( T = |T|e^{i\omega} \), the height of the potential, \( V \), and the incident energy of the particle, \( E \). The first two times depend on the potential and have been called the resident (or dwell) time [75],

\[
\tau_{BL} = -\hbar \partial \ln |T|/\partial V; \quad \tau_{LM} = -\hbar \partial \theta/\partial V.
\]  

(27)

The other two times depend on the incident energy of the particle and have been called the passage time,

\[
\tau_{PM} = \hbar \partial \ln |T|/\partial E; \quad \tau_{EW} = \hbar \partial \theta/\partial E.
\]  

(28)

A summary of different definitions and their dependence either on the probability or phase of transmission is given in Table 2.

The correspondence between the two different expressions for \( \tau_{BL} \), given by Eqs. (26) and (27) can be shown by solving for \(|T|\), to lowest order, using the WKB approximation,

\[
|T| \approx Ce^{-i\omega} \delta x \sqrt{2m(V(x) - E)}
\]  

(29)

where \( C \) is a constant and substituting Eq. (29) into Eq. (27), which will result in Eq. (26).

Note that in Eq. (27) the derivative with respect to \( V \) means a variation of \( \delta V \) everywhere inside the potential barrier, as shown in Eq. (30). In particular, it means that when applying these times to strong field ionization, the derivative \( \partial V \) cannot be replaced with \( \partial V/\partial l_p \), unless \( \partial V/\partial l_p = 1 \) everywhere inside the potential barrier. This is in general not true whenever the Coulomb potential inside the barrier is included, in which case, \( V(x) \) becomes a nonlinear function of \( l_p \), where \( x \) is taken to be the direction of tunnelling (for example, see the potential along the tunnelling coordinate of a fully-solvable problem of a Hydrogen atom in a static electric field [57]).

The two times in Eq. (27) were elegantly combined by Sokolovski and Baskin [76] into a single complex time, given by:

\[
\tau_i^C = \tau_{LM} - i\tau_{BL} = \hbar \int_{x_1} dx \left( \frac{\delta \ln T}{\delta V(x)} \right)
\]  

(30)

where \( \Omega \) denotes the barrier region (for an experiment which attempts to measure both components of the complex time, see [77]). The subscript \( T \) denotes that the time spent inside the barrier is for transmitted particles, with a similar expression, \( \tau_R^C \), developed for reflected particles [76],

\[
\tau_R^C = \tau_{R} - i\tau_{R}^L = \hbar \int_{x_1} dx \left( \frac{\delta \ln R}{\delta V(x)} \right)
\]  

(31)

where \( R \) is the reflection coefficient, and the superscript \( R \) denotes particles which eventually get reflected from the potential barrier. By substituting \( T = |T|e^{i\omega} \) into Eq. (30), it is easy to verify that \( \text{Re} \left( \tau_i^C \right) \) and \( -\text{Im} \left( \tau_i^C \right) \) correspond to the Larmor time and the Büttiker–Landauer time, respectively, as given in Eq. (27).

The Larmor clock for measuring tunnelling time was originally proposed by Baz’ [72] and Rybachenko [73]. The idea is to use spin polarized electrons and a potential barrier with a constant magnetic field inside, as shown in Fig. 7. In this case, the time spent inside the barrier, or \( \tau_{LM} \), is given by the degree of precession of the electron spin: \( \tau_{LM} = \theta_y/\omega_L \) or in terms of the averaged spin component \( \langle s_y \rangle \) [14],

\[
\tau_{LM} = \tau_y = \lim_{\omega_L \to 0} \langle s_y \rangle / \left( -\frac{1}{2} \hbar \omega_L \right)
\]  

(32)

where \( \omega_L \) is the Larmor frequency given by: \( \omega_L = (e/2m_e) B \), and the angle, \( \theta_y \), corresponds to the degree of rotation of the spin in the \( x-y \) plane. Here, the limit of infinitesimal magnetic field is taken, reflected by \( \omega_L \to 0 \), so that only the first order effects need to be retained in the expression. A generalization of the Larmor time to arbitrary potential barriers was proposed by Leavens and Aers [78,79], and is given by \( \tau_{LM} \) in Eq. (27).

However, it was pointed out by Büttiker [80] that the depiction in Fig. 7 of Larmor clock is not accurate, since the barrier preferentially transmits spin up states. In particular, an electron spin polarized along the \( x \) axis can be expressed as an equal combination of spin up and spin down states along the \( z \) axis. Since the spin states aligned with the magnetic field are lower in energy, the effective potential barrier is lowered and such states are preferentially transmitted. In particular, the transmission probability of spin up (\( + \)) and spin down (\( - \)) states, where spin is aligned along the \( z \)-axis, are given by:

\[
T_\pm = Te^{\pm i\omega_L \tau_z}
\]  

(33)

where \( T \) is the transmission amplitude in the absence of spin, and \( \tau_z \) is the “new” Larmor clock component corresponding to the rotation in the \( x-z \) plane, and given by

\[
\tau_z = \lim_{\omega_L \to 0} \langle s_z \rangle / \left( -\frac{1}{2} \hbar \omega_L \right)
\]  

(34)
Fig. 7. Larmor clock proposed by Baz’ [72] and Rybachenko [73]. Spin polarized electrons, with spin $s_x$, enter a potential barrier where a constant magnetic field points along the $z$-axis. When the electron exits the potential barrier, it acquires an additional spin component along the $y$-axis due to Larmor precession inside the barrier. The precession angle of the spin determines the amount of time the electron spends inside the barrier.

where $\langle s_z \rangle$ is the average spin component acquired by the transmitted electrons along the $z$-axis. Because the transmission probability scales exponentially with effective barrier height, this results in a substantial rotation of the transmitted spin in the $y$–$z$ plane, to align with the $B$-field, such that: $\langle s_z \rangle \gg \langle s_y \rangle$, resulting in $\tau_z \gg \tau_y$.

Büttiker showed that $\tau_{BL}$ is equal to $\tau_z$, and for deep potential barriers can be approximated as

$$\tau_{BL} = \sqrt{\tau_y^2 + \tau_z^2} = |\tau_O^R|.$$  \hspace{1cm} (35)

The physical justification behind $\tau_{BL}$ giving the duration of the tunnelling process was already given in Section 2.6. In short, it was due to the fact that $\tau_{BL}$ can be used to determine the ‘cross-over’ regime between adiabatic tunnelling and tunnelling while exchanging energy with the oscillating potential barrier [19]. It was pointed out in [14] that this justification is not in general valid with an example of an infinitely thin, but high barrier: $d \to 0, V_0 \to \infty, V_1 \to \infty$, where $\tau_{BL}$ vanishes, but the ‘cross-over’ regimes still exists, showing that these two concepts are qualitatively different, although they coincide in the case of opaque barriers [14]. Additional justification for using $\tau_{BL}$ to time the duration of tunnelling was provided by Büttiker in [80] by retrieving $\tau_{BL}$ from Larmor clock times, $\tau_y$ and $\tau_z$, as explained above (see Eq. (35)).

It is argued in [14], that a necessary requirement for a physically meaningful tunnelling time, $\tau_T$, is that it satisfies the relation,

$$\tau_{dwell} = |R|^2 \tau_R + |T|^2 \tau_T$$ \hspace{1cm} (36)

where $\tau_{dwell}$ is the dwell time inside the potential barrier (see Eq. (38)), which includes both reflected and transmitted components, $R$ and $T$ are reflection and transmission coefficients, respectively, and $\tau_R$ and $\tau_T$ are the associated times. It was shown that the Larmor time satisfies this condition, while the Büttiker–Landauer time does not [76]. This easily follows from the following relationship proven by Sokolovski and Baskin [76],

$$\tau_{dwell} = |R|^2 \tau_R^D + |T|^2 \tau_T^D$$ \hspace{1cm} (37)

where $\tau_R^D$ and $\tau_T^D$ are complex valued times given by Eqs. (30) and (31), respectively. Equating real and imaginary components of Eq. (37) and using Eqs. (30) and (31), it follows that the transmitted and reflected Larmor times satisfy Eq. (36), but the corresponding Büttiker–Landauer times do not.

The requirement for physically meaningful tunnelling time to satisfy Eq. (36) is compelling because $\tau_{dwell}$ denotes the total time spent by a particle inside the barrier, whether it was eventually transmitted or reflected. It is given by a simple expression, originally introduced by Smith [82] which divides the total particle density inside the barrier by the incoming group velocity, $v(k) = \hbar^{-1} dE/dk$,

$$\tau_{dwell} = \frac{1}{v(k)} \int_{x_0}^{x_e} dx |\Psi(x; k)|^2.$$ \hspace{1cm} (38)

Since $|R|^2$ and $|T|^2$ correspond to reflection and transmission probabilities, respectively, Eq. (36) corresponds to the requirement for the total time spend inside the barrier to be equal to the weighted sum of transmitted and reflected times.

The Eisenbud–Wigner phase time, or $\tau_{EW}$ defined in Eq. (28), follows the peak of the propagating wave-packet [61], calculating the additional phase-shift acquired by the wave-packet due to the interaction with a time-independent potential.
Therefore, it is important to keep in mind that \( \tau_{\text{EW}} \) is not the total delay time, but an additional delay due to the presence of a potential. For instance, in propagation through a potential barrier of width \( w \) for a particle with incoming velocity \( \hbar k \), the total barrier traversal phase time is given by:

\[
\tau_{\text{tot}} = \frac{w}{\hbar k} + \tau_{\text{EW}}. \tag{39}
\]

The E-W time was derived by considering a nearly mono-chromatic wave packet, propagating with velocity \( v = \hbar k/m \), in a continuum state interacting with a spherical potential \[61\]. It was shown that such a wave-packet is retarded by a distance \( \Delta d = 2 \partial \theta / \partial k \), resulting in a time shift given by:

\[
\Delta \tau = 2 \tau_{\text{EW}} = \frac{\Delta d}{v} = 2 \hbar \frac{\partial \theta}{\partial E}, \tag{40}
\]

where we used the chain rule and \( E = \hbar^2 k^2 / 2m \). In the above equation, the \( \tau_{\text{EW}} \) is multiplied by a factor of 2. This is due to the fact that the time shift is accumulated both when the wave packet is moving toward the potential and when it is moving away from it. Hence, in ionization experiments, where the wave packet only moves away from the parent atom, only half of the time-shift is incurred.

While the application of E-W time is relatively straight-forward when the energy of the wave packet is above that of the potential: \( E > V(r) \), it is much more problematic when tunnelling is involved. In particular, no peak of the wave packet exists inside the barrier for a tunnelling particle \[14\] and a large part of the wavefunction remains confined. For non-monochromatic wave packets, the barrier filters out the higher energy components \[83, 84\], resulting in negative phase delay times \[12\].

Hence, the E-W time is best suited to the near-monochromatic electron wavepacket that is already promoted into the continuum, such as after absorbing one or more photons in ionization experiments. It was therefore used extensively to explain the relative time delays in single photon ionization \[10, 62–66\], where the momentum of the electron is well defined and the energy is above the ionization threshold. In principle, E-W time can just as easily be applied to multi-photon ionization, as long as no tunnelling is involved. However, since ionization with the strong IR field typically involves tunnelling, or some mix of tunnelling and multi-photon ionization components (see Section 2.2), the E-W time may not be the most appropriate, although the definition given by Eq. (28) can still be applied.

The Pollack–Miller time \[74\] was calculated by using flux–flux correlation functions, commonly used in chemical kinetics. With this definition, the time of the collision is defined as the average correlation time. Although the Pollack–Miller and the Eisenbud–Wigner times were derived using very different physical models, they can be combined in the same way as the Larmor and the Büttiker–Landauer times were combined into a single complex time in Eq. (30),

\[
\tau_{\text{EW,PM}} = \tau_{\text{EW}} - i \tau_{\text{PM}} = -\hbar \frac{\partial \ln T}{\partial E}. \tag{41}
\]

All four times in Eqs. (27) and (28) can be derived in a unified manner using Gell-Mann–Hartle decoherence functionals \[81\] combined with a Feynman path integral approach \[75\]. We will show in Section 3.3 how within the Feynman path integral approach these four times naturally arise as averaged quantities, rather than deterministic values.

### 3.2. Feynman path integral formulation for tunnelling time

Feynman path integral approach has proven to be very fruitful not only in quantum mechanics, but in stochastic systems \[85\], and has even found an interesting application in noise-induced escape due to a far from equilibrium fluctuation \[86\]. When it comes to tunnelling time, it has the advantage of expressing the total wavefunction \( \Psi(x, T) \) as a sum over all "possible" paths (see Fig. 8), with each path contributing \( \exp[iS(x_j(t))] \), where \( S(x_j(t)) \) is the action for a particular path \( x_j(t) \) with endpoints: \( x_j(0) = x' \) and \( x_j(T) = x \),

\[
S[x_j(t)] = \int_0^T \left[ \left( m \dot{x}_j \right)^2 / 2m - V(x_j) \right] dt. \tag{42}
\]

The total wavefunction is then given by \[85\],

\[
\Psi(x, T) = \int dx' \int Dx_j(t) \exp[iS[x_j(t)]/\hbar] \Psi(x', 0). \tag{43}
\]

Since each path is deterministic, it is possible to associate to each \( x_j(t) \) a time that it spends inside the barrier region. The idea is then to separate the paths that spend an exact amount of time \( \tau \) inside of the barrier, resulting in a wavefunction composed only of these paths,

\[
\Psi(x, T|\tau) = \int dx' \int Dx_j(t) \delta \left( \tau_0[x_j(t)] - \tau \right) \exp \left( iS[x_j(t)]/\hbar \right) \Psi(x', 0) \tag{44}
\]
where \( t_b[x_j(t)] \) is the time spend inside of the barrier region by \( x_j(t) \). Note that the barrier transversal time here is well-defined since \( x_j(t) \) is deterministic, with \( t_b \) given by \([87,88]\).

\[
t_b[x(t)] = \int_0^T \Theta(x(t)) \, dt \tag{45}
\]

where \( \Theta(x(t)) = 1 \) for \( x_0 \leq x(t) \leq x_e \), and is equal to zero otherwise. Here, \( x_0 \) and \( x_e \) are the entrance and the exit points of the tunnel, respectively. Eq. (45) gives the resident (dwell) time or the time a particle spends inside the barrier region.

It has been shown that the wavefunction in Eq. (44) satisfies the following “clocked” Schrödinger equation \([88]\),

\[
i\hbar \frac{\partial \Psi(x, t | \tau)}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \Psi(x, t | \tau)}{\partial x^2} + V(x) \Psi(x, t | \tau) - i\hbar \Theta(x) \frac{\partial \Psi(x, t | \tau)}{\partial \tau}. \tag{46}
\]

From Eq. (44), it is clear that the total wavefunction can be expressed as an integral sum of the \( \Psi(x, T | \tau) \) wavefunctions,

\[
\Psi(x, T) = \int_0^\infty \Psi(x, T | \tau) \, d\tau. \tag{47}
\]

Therefore, the total wavefunction is the sum of the interfering wavefunctions that correspond to the amount \( \tau \) that the particle spends traversing a barrier, much like the interference pattern in a double-slit experiment is composed of wavefunctions going through each slit.

The relation in Eq. (44) has been expressed in propagator form as \([87,89]\),

\[
G_{\tau}(k_0, x_e, x_0) = t(k_0, V | \tau) G_0(k_0, x_e, x_0) = \int_{-\infty}^{\infty} dt e^{iE t / \hbar} \int_{x(0)=x_0}^{x(T)=x_e} Dx(t) \delta \left( t_b[x_j(t)] - \tau \right) e^{iS[x_j(t)] / \hbar} \tag{48}
\]

where \( t(k_0, V | \tau) \) is the contribution of paths spending time \( \tau \) inside the barrier to the transmission amplitude \( t(k_0, V) \) \([89]\), and \( G_0(k_0, x_e, x_0) \) is the propagator in the absence of a barrier. The total transmission amplitude is given by: \( t(k_0, V) = \int_{-\infty}^{\infty} t(k_0, V | \tau) \, d\tau \).

The \( \delta \) function in Eqs. (44) and (48) can be written in the following form:

\[
\delta(t_b[x_j] - \tau) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} dW \, \exp^{-iW(t_b[x_j] - \tau) / \hbar}. \tag{49}
\]

Substituting Eq. (49) into Eq. (48) and using Eqs. (42) and (45), we see that each term in Eq. (49) is equivalent to adding a rectangular potential of height \( W \Theta(x) \) to \( V(x) \). If we denote the transmission amplitude in the presence of the potential \( W \Theta(x) + V(x) \) by \( t(k_0, V + W) \), Eq. (48) becomes \([87,89]\):

\[
t(k_0, V | \tau) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} dW \, \exp^{iW \tau / \hbar} t(k_0, V + W). \tag{50}
\]

Each \( t(k_0, T | \tau) \) is a probability amplitude that a particle impinging on a barrier with energy \( E \) will spend time \( \tau \) inside it before being transmitted. The above equation gives a prescription for calculating the part of the wavefunction that corresponds to a specific time \( \tau \) that the electron spends inside the potential barrier before being transmitted.
An alternative definition to the dwell or residence time, given by Eq. (45) is the passage time which corresponds to the difference between the last time a path left the barrier at \( x_e \) and the first time it entered at \( x_0 \). For the passage time, the amplitude in Eq. (50) is modified to \[75\]
\[
t_p(k_0, V|\tau) = \frac{\hbar k_0}{2\pi m} \int_{-\infty}^{\infty} dk \exp \left[ -iE(t + k - V) \right]
\]
where \( E = \hbar^2 k^2/2m \). Dwell time amplitude, given by Eq. (50) is more commonly used than the passage time. As shown in Section 3.3, it can be used to obtain Büttiker–Landauer and Larmor times. The residence time was shown to give Pollack–Miller and Eisenbud–Wigner times \[75\].

Here, we have to quote Landauer: “Now, there is little doubt that the propagator [in Eq. (48)] contains information about paths that traverse the barrier and spend a time \( \tau \) in the process. But it is not clear what procedure is needed to calculate physical quantities with the Feynman approach” \[12\]. The problem arises from the fact that histories corresponding to different \( \tau \) are not mutually exclusive, but rather interfere. A good analogy here is the well-known double (or multiple) slit experiment, that Feynman said lies at “the heart of quantum mechanics” \[90\]: the probabilities that the electron will go where.

\[\begin{align*}
\text{where} & \\
\text{not satisfy the weak decoherence condition} & \text{[91], such as might be obtained within experimental accuracy. In particular, the prescription for calculating} \\
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\text{distribution of tunnelling times. The coarse-grained tunnelling time probability amplitude is given by} & \text{[87],}\n\end{align*}\]

\[
|t(k_0, V|\tau)| = \int_0^{\infty} t(k_0, V|\tau') e^{-\left(\tau - \tau'\right)^2/\sigma^2} d\tau'
\]

where \( \tau_0 \) in Eq. (54) is determined by the measurement. The coarse grained unnormalized probability distribution is then given by \(|t(k_0, V|\tau)|^2\) and depends on the accuracy of the measuring device. Like other definitions of tunnelling time expressed using FPIs (see the following subsection), coarse graining involves integration over \( \tau \) and therefore resolves the issue of having arbitrarily high frequencies of non-vanishing amplitude contained in \( t(k_0, V|\tau) \).

In Section 4, we will show the FPI probability distribution of tunnelling times constructed for strong field tunnel ionization and compare it to the atto clock measurements. In particular, it will be shown that, in agreement with conclusions in [91], the range of possible tunnelling times is quite broad, hence it is hard to speak of a unique tunnelling time. From that viewpoint, it is more appropriate to view the four definitions of tunnelling time introduced in this section as average, rather than deterministic values.

3.3. Tunnelling time definitions expressed as averaged values and weak measurement

Here we show how the four definitions of tunnelling time can be related to each other using the FPI approach, as well as the relation between the complex time that results from the FPI method and the weak measurement theory. The four definitions of tunnelling time presented in Section 3.1 can all be expressed as different averages using the FPI probability amplitudes. To understand how these times relate to the Feynman path integral approach, we define an average tunnelling time as \[20\]:

\[
\tau^2 = \frac{\int_0^{\infty} t(k_0, V|\tau) \tau d\tau}{\int_0^{\infty} t(k_0, V|\tau) d\tau}
\]

where the denominator in the above equation is for normalization. The above equation has been shown to be equivalent to \( \tau^2 \) in Eq. (30) \[12,20\], hence the same label is used. Similarly, the same expression for \( \tau_{\text{EW,PM}} \) given in Eq. (41) can be obtained by performing the following average \[21\],

\[
\tau_{\text{EW,PM}} = \frac{\int_0^{\infty} t_p(k_0, V|\tau) \tau d\tau}{\int_0^{\infty} t_p(k_0, V|\tau) d\tau}
\]

where \( t_p(k_0, V|\tau) \) is the passage (rather than resident) time amplitude given by Eq. (51).
The expression in Eq. (55) can alternatively be put in the following form,

\[ \tau_{\Omega}^T = \frac{\langle \Psi_f | \tau | \Psi_i \rangle}{\langle \Psi_f | \Psi_i \rangle} \]  

(57)

where \( \Psi_f \) and \( \Psi_i \) correspond to the transmitted and incident parts of the wavefunction, respectively. The real part of Eq. (57) corresponds to the \textit{weak measurement value} of tunnelling time, \cite{93,94}

\[ \tau_{\text{weak}} = \text{Re} \left( \frac{\langle \Psi_f | \tau | \Psi_i \rangle}{\langle \Psi_f | \Psi_i \rangle} \right) = \text{Re} \left( \tau_{\Omega}^T \right) \]  

(58)

A physical interpretation of the complex expectation value that arises when weak measurement is used was recently suggested in \cite{95}. Earlier, the interpretation of the complex tunnelling time in Eq. (57) was provided in \cite{94}, where the real and imaginary parts were proposed to correspond to different properties of the measuring device, represented as a pointer.

From Eqs. (30) and (58), it is clear that the weak measurement value of tunnelling time corresponds to Larmor time \cite{96,94}, or

\[ \tau_{\text{LM}} = \tau_{\text{weak}}. \]  

(59)

An influential idea, first introduced by Aharonov and colleagues \cite{70} in 1988, is to use a measurement that is so weak that it does not significantly perturb the system. This is in contrast to von Neumann type of measurement, which collapses the system into one of its eigenstates (such measurement is known as a strong measurement). While weak measurement does not significantly perturb the system, it also does not provide much information about the state of the particle: imagine a pointer with a very large uncertainty in its position \cite{94}. Although a single weak measurement does not contain much information, a statistical ensemble of such measurements can provide highly accurate information about the system.

By combining many weak measurements, a recent experiment was able to gain some information about the paths taken by photons in a two-slit experiment without destroying the interference pattern \cite{97}. This challenges a widely held notion within conventional quantum mechanics that it is “forbidden” to ask which of the slits a particle has gone through in a two slit experiment (for more detailed discussion, see for example \cite{98}). Another application of weak measurement, experimentally showed that the Heisenberg uncertainty principle can be violated in its original formulation of the “measurement–disturbance relationship” \cite{99}. Steinberg, a group leader in these two experiments \cite{97,99} has previously proposed the answer to the tunnelling time question in terms of the weak measurement, pointing out its close relation to the Larmor time \cite{94}.

4. Measurement of tunnelling time with the attoclock

4.1. Prior experiments on tunnelling time

Prior experiments on tunnelling time roughly fall into two categories. The first involves the measurement of electron currents through circuits, while the second extracts tunnelling time from propagation of light.

One notable tunnelling time experiment involved measuring electron current through the Josephson junction \cite{100}. The tunnelling time in this case was found to agree, within an order of magnitude, with the Büttiker–Landauer time \cite{15}. Another experiment measured the propagation of electromagnetic wave packets through 1D photonic band gap materials, finding superluminal tunnelling that was independent of the barrier thickness for opaque barriers \cite{83}. However, since classical wavepackets were used in \cite{83}, such superluminal propagation can be understood as a result of a “pulse reshaping process”, in which a medium preferentially allows passage of a higher energy components of the wavepacket in such a way that the transmitted peak appears shifted forward in time.

To date only two experiments \cite{9,101} were done at the single particle level, thereby avoiding the possibility of a “pulse reshaping process”. The experiment in \cite{101} showed that a single photon going through a barrier arrives at the detector faster than the photon covering the same distance in a vacuum. This resulted, of course, in faster than the speed of light propagation through the potential barrier, which was explained by the authors \cite{101} by invoking the theory of weak measurement. The experiment in \cite{101} also compared some of the theories of tunnelling time presented in Section 3.1 to measurements, ruling out the Büttiker–Landauer time as a likely candidate. However, for optimal comparison with theories presented in Section 3, the tunnelling time of a non-relativistic electron (as opposed to a photon), in other words a particle that obeys the Schrödinger equation, is desirable.

The first attoclock experiments were performed in \cite{9} and put an upper limit on a single electron tunnelling delay time of around 40 as. This made tunnelling possibly instantaneous, within experimental error, and also ruled out the Büttiker–Landauer time, which was about an order of magnitude too large. However, the experiment in \cite{9} was performed over a very narrow intensity range, and hence did not observe any trends in tunnelling time, or make a comparison with theories other than the Büttiker–Landauer time. Section 4.2 will give a brief overview of how tunnelling time is extracted from the attoclock measurements, building on concepts first introduced in Section 2. Section 4.3 describes most recent attoclock measurements performed over a much wider intensity range and using two different experimental apparatus (COLTRIMS and VMIS). Section 4.4 discusses how these new measurements compare to the different theoretical definitions of tunnelling time introduced in Section 3.
Fig. 9. Radially integrated electron momenta distributions. Tunnelling delay time is extracted from the measured angle for electrons located at the peak of this distribution. (a) Lower intensity and clockwise polarization; (b) Higher intensity and counter-clockwise polarization.

4.2. Basic principle

The principle of the attoclock has been described in some detail in prior publications [102,103]. In short, the attoclock definition of delay time relies on two independent measurements based on two observables. Observable 1 is the polarization axis of the elliptically polarized light and observable 2 is the electron momentum vector. The first observable determines time zero (defined as the peak of the laser field) and the second measures time the same way as time is measured with a normal watch. In the polarization plane the electron momentum vector is the “watch hand” and is fully defined with the polar coordinates (i.e. the radial and angular coordinate), where the angular coordinate directly gives the time information in full analogy to the “watch hand”. The attoclock has the unique feature in that it uses close to circularly polarized light with the rotating electric field vector as the clock with a clearly defined rotation period and time zero.

The experimental observable is the electron momenta distributions in the plane of polarization, such as was shown in Fig. 4 of Section 2.4. The tunnelling delay time is extracted using angular streaking [9,25]. The idea of angular streaking is that final momentum of the electron can be used to obtain highly accurate information about when the electron first appears at the tunnel exit. This is already clear from Eq. (9) which shows a one to one correspondence between the final momentum and the time, $t_0$ when the electron appears at the tunnel exit, assuming the initial velocity of the electron, $\mathbf{v}(t_0)$, is known.

The tunnelling delay time is extracted for the centre of the distribution, corresponding to the most probable electron trajectory (see Fig. 9). This is done for a number of reasons. First, the initial velocity of the electron, $\mathbf{v}(t_0)$, for the most probable electron trajectory is known to be either zero (according to the ADK probability distribution [45]), or is given more generally (without adiabatic assumptions used by ADK or TIPIS) by the analysis of complex-valued trajectories that follow from the imaginary-time method [44] (sometimes referred to as the quantum orbit model [2] or the saddle point method). In this case, the initial conditions are approximated by Eqs. (7) and (12). Second, time zero is well-defined for the electron found at the centre of the momenta distribution and is given by the peak of the electric field. Finally, the peak of the momenta distribution is exceptionally robust to experimental noise, and in principle the accuracy is only limited by the accuracy of the Gaussian fit used to extract the peak.

To extract the centre of the momenta distribution, radial integration is used and the resulting distribution is fitted by a Gaussian, as shown in Fig. 9. Experimental tunnelling delay time, $\tau_{\text{exp}}$ is extracted from the experimentally measured angle,
Fig. 10. Set-up of VMIS experiment.

\[ \theta_m \text{, using the method of angular streaking [25]:} \]

\[
\tau_{\text{exp}} = \frac{\theta_i}{\omega} = \frac{(\theta_m - \theta_{\text{Coul}} - \theta_{\text{str}})}{\omega}
\]

where \( \theta_{\text{Coul}} \) is calculated using CTMC simulations, based either on TIPIS or the saddle point method, such as described in [38,42,44] (see Section 2.3). The streaking angle, \( \theta_{\text{str}} \), is 90 degrees if the electron appears in the continuum at the peak of the electric field, or \( \theta_i = 0 \), implying zero tunnelling delay time. For non-instantaneous delays, \( \theta_{\text{str}} > 90 \) degrees and depends strongly on ellipticity, such that,

\[
\theta_{\text{str}} - \frac{\pi}{2} \approx \left(1 - \epsilon^2\right) \theta_i
\]

for sufficiently small \( \theta_i \). Unlike \( \theta_{\text{Coul}} \), the streaking angle is independent of intensity, but has a linear dependence on tunnelling time, since \( \tau_{\text{exp}} = \theta_i/\omega \). In the following subsection, we describe recent and most complete attoclock measurements of tunnelling time, performed with two different experimental apparatus, COLTRIMS and VMIS.

4.3. The experiment

The most recent attoclock experiments [22] measure electron momenta distributions using two different experimental set-ups: a cold-target recoil-ion momentum spectrometer (COLTRIMS) and a velocity map imaging spectrometer (VMIS) [104], shown in Fig. 10. At lower intensities, attoclock measurements were performed by VMIS, allowing for access to a much wider intensity range than was previously possible. This was due to much higher target gas densities, compared to setups employing cold atomic beams [105]. Two-dimensional projections of the photoelectron momentum distributions were recorded in steps of two degrees covering 180 degrees (see Fig. 11). The three–dimensional momenta distribution, and thus the electron momenta distribution in the polarization plane, was retrieved by tomographic reconstruction [106]. More details on the VMIS experiment and the tomographic reconstruction method can be found in [107].

In COLTRIMS, the laser pulses were focused into a supersonic jet of atoms. Homogeneous electric and magnetic fields guide the ions and electrons to the opposite sides of the detector so that ion and electron momenta are measured in coincidence. In contrast to VMIS, the gas jet density is low so that the number of ion counts per pulse is typically less than one [26]. For measurements performed with the COLTRIMS, an additional source of uncertainty comes from the thermal spread of the gas jet. This results in a lower momentum resolution in the direction of jet propagation as compared to the transverse direction [36]. The thermal spread of the gas jet in COLTRIMS creates the dominant source of uncertainty of about 3 degrees, thus resulting in dominant contribution to the error bars in \( \theta_m \) measurements. This is also the reason why the error bars on the recent VMIS measurements were much smaller than on the COLTRIMS measurements, allowing for a more accurate resolution of tunnelling delay time [22].

The laser pulses used in recent tunnelling time measurements [22] were generated by a Ti:Sapphire laser with a repetition rate of 10 kHz and pulse duration (full-width at half maximum) of 6.1 fs and central wavelength of 736 nm. The required ellipticity (or around \( \epsilon = 0.87 \)) was created by a broadband quarter-wave plate. The polarization ellipse was rotated by a superachromatic half-wave plate. In the VMIS set-up, the ellipticity and the orientation of the major polarization axis
was determined by recording the transmission through a cube polarizer as a function of the orientation of the rotating half wave plate [107]. In the COLTRIMS setup, a broadband quarter wave plate was employed to control the ellipticity while a broadband half wave plate was used to rotate the incoming linearly polarized light in order to align the major axis of the polarization ellipse along the time of flight axis.

4.4. Comparison of experiment to theory

In the limit of electron tunnelling from a bound state in a static electric field (corresponding to $\gamma \to 0$), the four tunnelling time definitions introduced in Section 3 can be implemented exactly. The exact solution of the Schrödinger equation in this pure tunnelling (as opposed to multi-photon ionization) limit shows that all of these tunnelling times are finite [22,69]. On the other hand, the use of a WKB approximation, or alternatively the saddle-point approximation, incorrectly predicts instantaneous phase-dependent tunnelling times (most prominent example being the Larmor time). The reason for this can be most easily seen by considering an elementary example of propagation of a plane wave through a rectangular barrier. In this case, the phase tunnelling times are well defined and non-instantaneous (see for example the appendix of [14]). However, as can be easily verified, the use of a WKB approximation will yield instantaneous phase-dependent tunnelling times by taking only a single decaying solution inside of the rectangular barrier and matching it to the fixed (with respect to barrier height) oncoming wave function. In other words, by using only a single solution, we can only match the wavefunctions at the boundary, not their derivatives, and therefore loose the ability to correctly express the phase as a function of barrier height at the tunnel exit. This in turn, will give an instantaneous Larmor time based on the definition in Eq. (27).

Similarly, in strong field ionization, the common procedure is to match a single saddle point solution to the field-free bound state wave function [49]. While this approximates well the absolute value of the transmission amplitude, it looses relevant information on the transmission phase, and hence predicts instantaneous phase tunnelling times, such as was found in [67]. Therefore, for computation of phase-dependent tunnelling time definitions, it is important that the full solution is taken inside the barrier and that the bound-state wavefunction is not approximated by a fixed field-free wavefunction, but is rather solved for the particular potential at the instance of tunnelling [22,69].

The experiment described in Section 4.3 explored a wide intensity range of about $0.73 - 7.5 \times 10^{14}$ W/cm$^2$ [22], corresponding to a significant variation in barrier width and a gamma such that $0.8 < \gamma < 2.5$, corresponding to a regime of "non-adiabatic tunnel ionization" [35]. This substantial variation of barrier width introduces a variation in the measured tunnelling time and allows for a detailed comparison with various definitions of tunnelling time introduced in Section 3. It was found in [22] that three of the tunnelling times, namely the Büttiker–Landauer, the Eisenbud–Wigner, and the Pollack–Miller were far too large to account for the attoclock measurements. In particular, these three times were on the order of two hundred attoseconds or more over the entire intensity range, while the attoclock measurements (although increasing slightly at lower intensities) were within 100 as.

Therefore, of the five times introduced in the prior section, only two showed agreement with the attoclock measurements: the Larmor time and the probability distribution of tunnelling times constructed using a Feynman path integral (FPI) formulation. As shown in Section 3, the Larmor time, $\tau_{LM}$, can be expressed as an average, rather than a deterministic, quantity using the probability amplitudes constructed with the FPI approach. Therefore, the “correctness” of Larmor time for tunnelling would not exclude the existence of a probability distribution of tunnelling times.

The probability distribution of tunnelling times constructed using FPI approach is shown in Fig. 12 [22]. It has a long asymmetric tail that lengthens, along with an increase in the position of the peak as intensity decreases. This suggests that at lower intensities, both the duration of the tunnelling process and the uncertainty increase considerably. At all measured intensities, the FPI approach suggests that there is a non-negligible uncertainty associated with the duration of the tunnelling

Fig. 12. Top: 3D probability distribution of tunnelling times constructed using the FPI approach, taken from [22]. (a) Probability distribution at Intensity $1.6 \times 10^{14}$ W/cm$^2$. (b) Intensity $6.5 \times 10^{14}$ W/cm$^2$.

process. In particular, the full-width-half-maxima (FWHM) of the distribution is larger or comparable to the “universal attosecond response to removal of an electron” of around 50 as, found computationally in [108].

5. Conclusion

The different definitions of tunnelling time introduced in Section 3 were developed for static potential barriers where the exit point is well-defined [12,14]. Therefore certain caution must be taken when applying these definitions to tunnelling in strong field ionization, where the barrier shape varies as a function of time. In particular, these definitions are most valid in the adiabatic limit, where the electric field of the laser varies sufficiently slowly relative to the tunnelling time these definitions predict (see Section 4.4). Because the Büttiker–Landauer and the Pollack–Miller times were comparable to the period of the laser field, the barrier could not assumed to be stationary during the tunnelling process, making the application of these definitions questionable in typical experimental regimes where $\gamma \sim 1$. Note that $\gamma$ can be expressed as the ratio of the Keldysh or the Büttiker–Landauer tunnelling time to the period of the laser field. However, since the tunnelling time measured by the attoclock was actually less than 100 as, it could be assumed that the electric field stayed relatively constant during the tunnelling process, making it possible to exclude the Büttiker–Landauer, Eisenbud–Wigner, and Pollack–Miller times. For more rigorous future applications of various tunnelling time definitions to strong field ionization, one will need to extend the original definitions to include time-dependent potentials. This is a highly non-trivial task, since in the case of a time-dependent potential the exit point is not well-defined but depends on the tunnelling time itself. The possibility that tunnelling time may be a probabilistic rather than deterministic quantity further complicates matters.

As Section 3 reminds, the common definitions of tunnelling time can be viewed as expectation values, rather than deterministic quantities. In fact, such view is compatible with the quantum mechanical uncertainty that is associated with the tunnelling process. Moreover, as we show in Section 3, the four well-known tunnelling time definitions can be expressed as different averages using the Feynman path integral approach. It is not clear on purely theoretical grounds which one of those averages gives the “correct” tunnelling time. This view of tunnelling times as averages in turn implies that the time it takes an electron to tunnel is a probabilistic, rather than a deterministic process. The width of the probability distribution in this case represents the uncertainty associated with the tunnelling process, which may be more important for practical applications than the average duration of tunnelling. In particular, the existence of a probability distribution of tunnelling times, as opposed to a distinct tunnelling time, could add considerable uncertainty in the reconstruction of attosecond electron dynamics after strong field ionization. Many such reconstruction procedures rely on the assumption that the tunnelling process is deterministic and moreover instantaneous [3–5]. Hence the existence of a probability distribution
of tunnelling times would add an additional obstacle to achieving the desired attosecond temporal resolution to observe electron dynamics in “real time” [109,110].
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