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A B S T R A C T

The previously derived trajectory-based nonadiabatic molecular dynamics scheme [E. Tapavicza, I. Tavernelli, U. Rothlisberger, Phys. Rev. Lett. 98 (2007) 023001] is extended to include the coupling of the quantum system with a classically described environment. The dynamics is performed using LR-TDDFT energies and forces computed on-the-fly together with the nonadiabatic coupling vectors needed for the propagation of the nuclear coefficients according to Tully’s fewest-switches surface hopping algorithm. The resulting LR-TDDFT-QM/MM approach is applied to the study of the ultrafast relaxation of the photoexcited singlet metal-to-ligand-charge-transfer state (1MLCT) of [Ru(bpy)]3+ (bpy = 2,2’-bipyridine) in water. The observed intersystem crossing dynamics with the triplet MLCT is in good agreement with available experimental results.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, the calculation of excited states energies and properties of medium to large molecular systems has received an important boost thanks to the development and the efficient implementation of linear response time-dependent density functional theory (LR-TDDFT) [1–5]. Alternative wavefunction-based approaches like the complete active space self-consistent field (CASSCF) method (often supplemented with perturbation of second order (CASPT2) or configuration interaction with single and double excitations (MR-CISD) [6]) are also available but their application in the study of photochemical and photophysical processes is still hampered by their intrinsic limitations (construction and size of the active space) and their computational costs. On the other end, single reference methods like second-order approximate coupled cluster singles and doubles (CC2) are valid possible alternatives to LR-TDDFT for the calculation of accurate potential energy surfaces (PESs) of medium size molecular systems [7,8].

Despite its conceptual simplicity, LR-TDDFT is far from being a “black-box” tool for the calculation of excited state properties. In fact, even though TDDFT is in principle an exact theory, practical numerical calculations rely on a number of approximations that can decrease in a more or less unpredictable way the accuracy of its predictions. The most important are the approximation of the exchange and correlation (xc) functional and the use of the so-called adiabatic approximation in the evaluation of the TDDFT kernel [9–11]. Their effect is particularly strong in the calculation of charge transfer (CT) states of molecular systems for which the LR-TDDFT energies are in general severely underestimated. However, long-range corrected xc-functionals like for instance CAMB3LYP [12] and LC-oPBE [13,14] or meta-hybrid functionals such as M06-2X [15,16] have dramatically improved the description of these excitations [8,17–19].

Despite these potential failures, LR-TDDFT is the method of choice to combine with nonadiabatic molecular dynamics techniques when the quality of the PESs is sufficiently good. In fact, the availability of analytic gradients in LR-TDDFT [20,21] offers a very efficient way for the on-the-fly calculation of the nuclear forces. The coupling of LR-TDDFT with nonadiabatic dynamics schemes like Landau–Zener dynamics [22–24], Tully’s trajectory surface hopping [25], Ehrenfest dynamics [26], and Bohmian dynamics [27], has already shown the validity of this approach in the description of a number of different photochemical and photophysical processes [28–32]. In addition, the coupling of DFT and LR-TDDFT electronic structure calculations with a classical (molecular mechanics, MM) description of the environment offers the possibility to investigate the effects of the solvent (or of a more complex environment like a protein matrix) on the reaction dynamics. An extension of the so-called quantum mechanics/molecular mechanics (QM/MM) formalism to excited states is particularly simple in the framework of LR-TDDFT since the coupling with the classical point charges of the environment only requires the knowledge of the excited state density, which is easily accessible in LR-TDDFT calculations.

The implementation of a nonadiabatic molecular dynamics scheme requires however the calculation of additional electronic structure properties that are not simple functionals of the
electronic density. In particular, nonadiabatic coupling elements (NACs) and nonadiabatic coupling vectors (NACVs), which describe the coupling of different excited electronic states through the nuclear motion, are naturally formulated in terms of the many-electron wavefunctions. Nevertheless, several schemes for the calculation of NACs within TDDFT are nowadays available, provided that one of the states is the ground state. Chernyak and Mukamel [33] were the first to give an explicit formula for the NACs within the TDDFT density-matrix approach, followed by the work of Baer [34] based on real-time TDDFT and the study of nonadiabatic effects in the context of vibronic couplings by Neugebauer and coworkers [9,35]. Later, Tavernelli et al. [36–38] and Hu et al. [39] independently suggested an additional solution to the problem using Casida’s formulation of the LR-TDDFT equations. Our approach, which is based on a reconstruction of an auxiliary many-electron wavefunction, was first validated in the case of NACs involving the ground state [40], and subsequently extended to the calculation of couplings between any pair of excited states with the same spin multiplicity [41].

This article is organized in the following way. After a short review on the coupling of LR-TDDFT with trajectory surface hopping dynamics and on the calculation of NACs within LR-TDDFT, we give a description of the Hamiltonian coupling term used to couple the classical environment (MM subsystem) with the LR-TDDFT electronic density of the quantum (QM) subsystem. The method we use for the time-dependent density functional theory for the excited state energies $E^a_j(R)$ and couplings $d^a_{ij}(R)$ (see Refs. [36,38,46] for a detailed description of TSH implementation in the plane wave software package CPMD [47]).

In Tully’s “fewest-switches” TSH algorithm [25], the classical trajectories evolve adiabatically according to Born–Oppenheimer dynamics until a hop between two PESs ($H_g$ and $H_p$) occurs with a probability given by a Monte Carlo-type criterion. The transition probability from state $i$ to state $j$ in the time interval $[t, t + dt]$ is given by

$$g^a_{ij}(t, t + dt) = 2 \int_0^{dt} d\tau \frac{\mathrm{Im} \left\{ C^*_i(\tau) C^a_j(\tau) H_{ij}(\tau) \right\} - \mathrm{Re} \left\{ C^*_i(\tau) C^a_j(\tau) \left[ \frac{1}{C_{ii}(\tau)} \frac{d C_{ii}(\tau)}{d\tau} \right] \right\}}{C^a_j(\tau)} ,$$

where $\mathcal{Z}^a(\tau) = R^a \cdot d^a_{ij}(\tau)$, and a hop occurs if and only if

$$\sum_k g^a_{ik} < \zeta < \sum_{k,j} g^a_{kj},$$

where $\zeta$ is generated randomly in the interval $[0, 1]$. The final statistical distribution of all trajectories is assumed to reproduce the correct probability density distribution of the nuclear wavepacket. It is important to stress that, at present, no formal justification of Tully’s algorithm has been formulated.

### 2.2. Nonadiabatic coupling vectors between excited states

In this chapter we will briefly summarize the method used to compute the NACs within LR-TDDFT. The NACs between two electronic states $i$ and $j$ at a given nucleus $\gamma$, $d_{ij,\gamma}$, are formally given by the respective many-electron wavefunctions $\Phi_i$ and $\Phi_j$:

$$d_{ij,\gamma} = \langle \Phi_i | \nabla_{\gamma} | \Phi_j \rangle = \frac{\langle \Phi_i | \nabla_{\gamma} \mathcal{H}_{\gamma} | \Phi_j \rangle}{E_j - E_i},$$

where here $\nabla_{\gamma}$, designed the nuclear gradient with respect to nucleus $\gamma$. Recently, we showed that within LR-TDDFT any matrix element of a general one-body operator $\mathcal{O}$ can be written with the help of a set of auxiliary many-electron wavefunctions defined as (for the excited state $i$)

$$| \Psi_i \rangle = \sum_{\alpha} c^\alpha_i \phi^{\alpha}_i | \Psi_0 \rangle,$$

where $i$ denotes a single excitation from the occupied Kohn–Sham (KS) orbital $i$ to the virtual orbital $\alpha$, and $\phi^\alpha_i$ is the corresponding creation and annihilation operators, $| \Psi_0 \rangle$ is the ground state KS Slater determinant, and $c^\alpha_i = \sqrt{\frac{\Omega_{\phi^\alpha_i}}{\Omega_i}}$ are coefficients entirely determined by LR-TDDFT quantities such as the energy eigenvalues $\Omega_i$ with corresponding eigenvectors $\phi^\alpha_i$ and the KS energy differences $(\varepsilon_\alpha - \varepsilon_i)$ [37,38,40]. We use the following convention for the molecular orbitals indices: $\{ i,j,\ldots \}$ is occupied; $\{ a,b,\ldots \}$ is unoccupied; $\{ p,q,\ldots \}$ = either occupied or unoccupied.

Matrix elements of one-body operators involving the ground state can then be computed using

$$\sigma_{\alpha i} = \sum_{\beta} c^\beta_i \langle \Psi_0 | \mathcal{O} | \Psi_{\alpha} \rangle = \sum_{\beta} c^\beta_i \langle \phi^\beta_i | \mathcal{O} | \psi_{\alpha} \rangle$$

$$= \sum_{\beta} \sqrt{\frac{\varepsilon_\beta - \varepsilon_i}{\Omega_i}} c^\alpha_i \phi^{\alpha}_i \langle \phi^{\beta}_i | \mathcal{O} | \psi_{\alpha} \rangle,$$

In the adiabatic representation of the electronic wavefunctions, the off-diagonal matrix elements $H_g = \langle \phi_i | \mathcal{H}_{\alpha} | \phi_j \rangle$ are equal to zero, whereas the diagonal terms are simply the eigenvalues of the electronic time-independent Schrödinger equation for a nuclear configuration $R$. $H_p = E^a_j(R)$. All matrix elements in Eq. (2) are computed using a suitable $ab\ initio$ electronic structure method. In our implementation of TSH we use density functional theory for the ground state and linear response time-dependent density functional theory for the excited state energies $E^a_j(R)$ and couplings $d^a_{ij}(R)$ (see Refs. [36,38,46] for a detailed description of TSH implementation in the plane wave software package CPMD [47]).
ab initio method into two subsystems: a ‘central’ quantum region described by important to note here that the back-reaction of the QM system which matches exactly the leading linear response contribution of Casida’s eigenvectors (\(X_i, Y_j\)) we finally obtain

\[
\sigma_{ij} = \sum_{ia} (X_i + Y_j)_a (\phi_i|O|\phi_j) = \sum_{ia} (X_i + Y_j)_a \sigma_{ai}^O,
\]

where \(\sigma_{ai}^O = (\phi_i|O|\phi_j)\).

The same approach can also be used for the calculation of matrix elements between two excited states [41]. In this case we obtained

\[
\sigma_{ij} = \sum_{ab} \sum_{p} \sum_{a} \phi_b^a \phi_p^b (|\Psi_{1-a}|) |\Psi_{1-b}^q\rangle = \sum_{ab} \sum_{p} \sum_{a} \phi_b^a \phi_p^b (|\Psi_{1-a}|) |\Psi_{1-b}^q\rangle \tag{9}
\]

which matches exactly the leading linear response contribution \(\sigma_{ij}\) obtained with the second-order coupled electronic oscillator approach of Mukamel and coworkers [48] and becomes exact within the Tamm–Dancoff approximation (TDA) [49,41]. In terms of Casida’s eigenvectors (\(X_i, Y_j\)) we finally obtain

\[
\sigma_{ij} = \sum_{ab} (X_iX_j + Y_iX_j + Y_iY_j)_{ab} (|\phi_i|O|\phi_j) - \sum_{ab} (X_iX_j + Y_iX_j + Y_iY_j)_{ab} (|\phi_i|O|\phi_j) \tag{10}
\]

The calculation of the NACVs is performed for \(\sigma = \nabla_x H_{\text{tot}}\). Implementation with the external time-dependent perturbation field \(\nu_{\text{pert}}(t, r, t')\) and, within linear response, we have

\[
\delta \rho(t, r) = \int dt' \int dr' \chi(r, t, r', t') \nu_{\text{pert}}(r', t').
\]

where \(\chi(r, t, r', t')\) is the density response function of the system defined as

\[
\chi(r, t, r', t') = \frac{\delta \rho(t, r)}{\delta \nu_{\text{ext}}(r', t')} \bigg|_{\nu=0},
\]

\(\nu_{\text{ext}}(r)\) is the ground state KS potential, and \(\nu_{\text{pert}}(r, t) = \nu_{\text{pert}}(r) + \nu_{\text{pert}}(r, t)\). The response function for the physical system of interacting electrons, \(\chi(r, t, r', t')\), can be related to the computationally more advantageous Kohn–Sham response, \(\chi_{KS}(r, t, r', t')\), through the Dyson-like equation

\[
\chi(r, t, r', t') = \chi_{KS}(r, t, r', t') + \int dt_t \int dt_r \int dt'_t \int dt'_r \int dr_2 \times \chi_{KS}(r, t, t', t) \frac{\delta H_{\text{ext}}(r_1, t_1)}{\delta \rho_t(r_2, t_2)} \Delta(r_2 - r_1, t_2, t'), \tag{16}
\]

where \(f_{\text{ext}}(r_1, t_1, r_2, t_2) = \frac{\delta H_{\text{ext}}(r_1, t_1)}{\delta \rho_t(r_2, t_2)}\) is the LR-TDDFT exchange-correlation kernel and \(\gamma_{\text{ext}} = \eta + \eta_{\text{xc}}\). Within the so-called adiabatic approximation [4,3]

\[
f_{\text{ext}}[\rho](r_1, t_1, r_2, t_2) = \delta(t_2 - t_1) \frac{\delta E_{\text{xc}}[\rho]}{\delta \rho_t(r_2, t_2)} \bigg|_{\nu=0}, \tag{17}
\]

where \(\rho \equiv \rho(r)\) is evaluated at time \(t_1 = t_2\). Eq. (16) can be inverted and becomes (in frequency space)

\[
\chi_{\text{KS}}(r, \omega') = \chi_{\text{KS}}(r, \omega') + \chi_{\text{KS}}(r, \omega') \left(\frac{1}{\omega' - \omega} + f_{\text{ext}}(r, \omega')\right) \chi_{\text{KS}}(r, \omega') \tag{18}
\]

with the KS density response function

\[
\chi_{\text{KS}}(r, \omega') = \sum_p \sum_{\eta} \left( f_{\text{ext}}[\rho_{\text{KS}}](r) \chi_{\text{KS}}(r, \omega') \right) \frac{\delta \rho_{\text{KS}}(r)}{\delta \rho_t(r)} \bigg|_{\nu=0} \tag{19}
\]

where \(\eta\) is a positive infinitesimal and \(\eta_{\text{xc}}\) is the occupation number of the KS state \(p\). The indices \(p\) and \(q\) run over all KS orbitals (occupied and virtual) and \(\{\phi_p(r)\} = \{\phi_1(r), \ldots, \phi_N(r), \psi_V(r), \psi_D(r)\} \) (\(N\) is the number of occupied KS states).
Eq. (18) combined with Eq. (14) gives, for a given excited state energy $\Omega_0$, the desired perturbation density $\delta \rho_\nu(r)$ to add to the ground state density $\rho_0(r)$ and use in the LR-TDDFT/MM coupling Hamiltonian (Eq. (12)) [53].

Within Casida's formulation, the density response $\delta \rho_\nu(r, t)$ can be expanded in the auxiliary many-electron wavefunctions of Eq. (6)

$$
\rho_\nu(r, t) = \left\langle \Psi_\nu \right| \sum_{k=1}^{N} \delta(r - r_k) \left| \Psi_\nu \right\rangle \rho_0(r) + \delta \rho_\nu(r, t),
$$

which in first order becomes

$$
\delta \rho_\nu(r, t) = \sum_{\nu} \int \Psi_\nu^\dagger \left[ \delta(r - r) \right] \Psi_\nu \, e^{-i\omega t} + \text{c.c.}
$$

where $N$ is the number of electrons and $f_{\nu} = (1 - f_{\nu})$.

Using the LR-TDDFT equation for the transition density $\rho_\nu(r) = \sum_{\nu} f_{\nu} \int \Psi_\nu^\dagger \left[ \delta(r - r) \right] \Psi_\nu \, e^{-i\omega t} + \text{c.c.}$$

$$
= \sum_{\nu} f_{\nu} \int \Psi_\nu^\dagger \left[ \delta(r - r) \right] \Psi_\nu \, e^{-i\omega t} + \text{c.c.}
$$

In the Sternheimer formulation of LR-TDDFT [56,20,21] the linear response perturbation density is given by

$$
\delta \rho_\nu(r, \pm \Omega) = \sum_{\nu} \Phi_{\nu}(r) \left( \Phi_{\nu}^{\dagger}(r) + \Phi_{\nu}^{\dagger}(r) \Phi_{\nu}(r) \right),
$$

where the linear response orbitals $\left\{ \Phi_{\nu}^{\dagger}(r) \right\}$ satisfy the equation [21]

$$
\sum_{\nu} \left\{ \delta v_{\nu, \text{SCF}}(\pm \Omega)(\Phi_{\nu}) = \pm \Omega \left( \Phi_{\nu} \right) \right\},
$$

where $\delta v_{\nu, \text{SCF}}(\pm \Omega)$ is the change of self-consistent field (in the adiabatic approximation) upon perturbation

$$
\delta v_{\nu, \text{SCF}}(\pm \Omega) = \int \left( \frac{1}{r - r^'} + \frac{\delta^2 E_{\text{ex}}}{\delta \rho_\nu(r') \delta \rho_\nu(r')} \right) \delta \rho_\nu(r, \pm \Omega).
$$

In our implementation of the LR-TDDFT/MM interface Hamiltonian in the software package CPMD [47] we use the total electronic density given by $\rho_\nu(r, \pm \Omega) = \rho_0(r) + \delta \rho_\nu(r, \pm \Omega)$, For a detailed account of the implementation see the Appendix and Refs. [21,37].

3. Computational methods

3.1. Equilibration of the QM/MM system

The preparation of the ground state QM/MM setup was described in detail in previous publications [57,58]. In short, a ruthenium (II) tris (bipyridine) ([Ru(bpy)3]2+) complex was first solvated in 3298 TIP3P water molecules with two additional Cl− counter ions. The system was then equilibrated using classical molecular dynamics at a temperature of 300 K and a pressure of 1 atm. The QM/MM setup consists of the [Ru(bpy)3]2+ complex treated at a DFT/TDDFT level surrounding by the solvent (water molecules and counter ions) described at a classical molecular mechanics level. The electrostatic coupling between the quantum and the classical subsystems was computed using the range-splitting coupling Hamiltonian of Refs. [50,51] with a distance cutoff $d_\text{c} = 12$ Å.

Ground state (DFT) and excited state (LR-TDDFT) calculations were performed using the Becke–Perdew [59,60] (BP) GGA xc-functional. Plane waves with a cutoff of 75 Ryd, were used to expand the valence electrons in a box of 18 Å × 18 Å × 18 Å. Core electrons were replaced by norm-conserving pseudopotentials of the Martins–Troullier type [61], which account for scalar relativistic effects. A convergence criteria of 10−5 a.u. was used for the optimization of Kohn–Sham orbitals. LR-TDDFT calculations were performed within the Tamm–Dancoff (TDA) approximation, within the adiabatic approximation for the xc-kernel.

The quality of LR-TDDFT/BP results was assessed by means of additional calculations with the M06 [15] functional on different molecular geometries extracted from our excited states dynamics. The M06 and BP calculations were performed using the software package Gaussian09 [62], the LANL2DZ basis set for the ruthenium atom, and the 6-311G* basis set for all other atoms. The relative excited state energy differences between the first seven computed singlet excited states agree very well between the two calculations (LR-TDDFT/BP vs. LR-TDDFT/M06), with an average difference of about 0.02 eV. Excited states assignments are also in good agreement and show electronic transitions of exclusively MLCT character (no metal centered states are observed [63]).

Spin orbit couplings (SOCs) were computed with the perturbative approach of Ziegler and coworkers [64] as implemented in the software package ADF2009.01 [65–68]. The calculation was performed on the geometry corresponding to the crossing between states $S_1$ and $T_4$ along the first excited state trajectory (see Fig. 2, left panel, $r = 41$ fs). A TZP basis set was used for all atoms and scalar relativistic effects were included using ZORA [69,70]. Water was described by a continuum model using COSMO [71]. The use of an implicit solvation model had the effect of spreading the excited electron over a larger portion of the ligand system, while the changes in the electronic excitations energies are relatively small (RMSD of about 0.15 eV) [72].

All molecular representations are produced with the version 1.8.7 of VMD [73].

3.3. Nonadiabatic dynamics

Nonadiabatic dynamics was performed using the fewestswitches trajectory surface hopping algorithm of Tully [25] as implemented in the plane wave code CPMD [36,38,47]. Nuclear forces were computed according to Ref. [21]. The dynamics was performed in the NpT ensemble using a time step of 5 a.u. At each time step, the first seven excited states were computed using

$$
\rho_\nu(r, \pm \Omega) = \int dr \left( \frac{1}{r - r^'} + \frac{\delta^2 E_{\text{ex}}}{\delta \rho_\nu(r') \delta \rho_\nu(r')} \right) \delta \rho_\nu(r, \pm \Omega).
$$

In our implementation of the LR-TDDFT/MM interface Hamiltonian in the software package CPMD [47] we use the total electronic density given by $\rho_\nu(r, \pm \Omega) = \rho_0(r) + \delta \rho_\nu(r, \pm \Omega)$, For a detailed account of the implementation see the Appendix and Refs. [21,37].
LR-TDDFT/BP/MM in the adiabatic approximation for the xc-kernel. Due to the size of the system, the calculation of a large number of trajectories is beyond the possibilities of our current computational resources.

4. Results and discussion

4.1. Nonadiabatic dynamics of [Ru(bpy)3]2+ in aqueous solution

In this section, we apply the developed LR-TDDFT/MM nonadiabatic dynamics scheme to the investigation of a typical photophysical system, ruthenium (II) tris (bipyridine) ([Ru(bpy)3]2+) in water. Many different experimental [74–77] and theoretical studies [for example Refs. [78,57,79,58]] have been devoted to the study of the ground and excited state behavior of this compound. Experiments showed that after light irradiation the [Ru(bpy)3]2+ complex relaxes within 100 fs from a singlet metal-to-ligand-charge-transfer (1MLCT) to a long-lived triplet state (3MLCT) where the system is trapped for hundreds of picoseconds [77,76]. The dynamics in the triplet MLCT state was the subject of a recent study based on ab initio molecular dynamics in water [58]. Here, we report the first steps of this photophysical process, characterized by the nonadiabatic relaxation of the excited 1MLCT complex and its crossing with the lower lying 3MLCT states. Nonadiabatic effects between electronic states of same multiplicity can be fully described using TSH dynamics, where all environmental solvent effects are treated at a classical level.

Concerning the role of the spin–orbit couplings at the crossing between singlet and triplet states, different methodologies based on DFT/LR-TDDFT have already been proposed and implemented [80–82,64,83,84]. However, to the best of our knowledge, no implementation of SOC calculations in an on-the-fly LR-TDDFT based TSH algorithm dynamics has been reported. This would permit the direct description of intersystem crossings (ISCs) in electronically excited inorganic and organometallic compounds and could find important applications for instance in the design of organic light emitting diodes or dye-sensitized solar cell devices [85,86].

Here, we propose a qualitative estimation of the size of the SOCs based on the analysis of the assignments of the excited states involved (see Ref. [87] for a complete discussion on the evaluation of SOC in the context of metal compounds). Since the quantum yield for the 1MLCT/3MLCT ISC is very close to one [76,77], we expect that a simple qualitative analysis of the SOCs between singlet and triplet states is enough to give a first understanding of this process. It has been shown [85,87] that in order to get non-vanishing SOC matrix elements between MLCT states the singlet and triplet excited states need to: (i) have the excited π* orbital localized on the same ligand, and (ii) involve metal d-orbitals of different symmetries. This situation leads to matrix elements of the type ⟨1(d π*)|H_SO|3π*⟩, which are usually large [87] (d and 3 are representations two 4d(Ru) orbitals from the t2g-like manifold).

If not specified differently, all DFT/LR-TDDFT calculations were performed using the xc-functional BP [59,60]. Addition of exact exchange would improve the description of the transition energies, but its use within a plane wave code is still prohibitive. Nevertheless, for this type of system, GGA functionals have shown to give a good agreement with experiments [58], even though a rigid downshift of all energy states is expected.

4.2. Electronic structure of [Ru(bpy)3]2+

The system composed by the ruthenium complex (treated at DFT level) and the solvent (water molecules and counter ions at classical level) are first equilibrated in the NpT ensemble at a temperature of 300 K and a pressure of 1 atm using QM/MM Born–Oppenheimer molecular dynamics. Different structures were then selected to perform the analysis of the excited states and to start the excited state dynamics.

The first singlet excited states of [Ru(bpy)3]2+ are typically assigned to MLCT states [76,77,58], where an electron is excited from a 4d(Ru) orbital to a mainly ligand-based π* molecular orbital. The highest occupied KS orbitals (KS-HOMO) are mainly of t2g-type symmetry while the lowest unoccupied manifold of KS orbitals are π*-ligand centered orbitals (Fig. 1). As a consequence, the first vertical excitations show a clear MLCT character (Table 1). Interestingly, the unoccupied orbitals are mainly localized on a single bipyridine ligand. However, due to the mixed character of the LR-TDDFT excitations, the excited electron can become delocalized over different ligands. This behavior is observed for example for the electronic states S1 and S2 (see Table 1). It is interesting to note that the

![Fig. 1. Selected Kohn–Sham molecular orbitals of a [Ru(bpy)3]2+ complex geometry obtained from the equilibration run. Color code: grey = carbons; blue = nitrogens; white = hydrogens; red = oxygens; ochre = ruthenium (isovalue for the orbitals set to 0.05).](image-url)
removal of the classical water molecules induces a delocalization of the excited electron over different bipyridine ligands.

The excited state chosen to start the dynamics were selected according to their oscillator strength. A first trajectory was initiated from a geometry obtained from the equilibrated QM/MM trajectory. A characterization of its first seven excited states is given in Table 1. The highest oscillator strength belongs to the 1MLCT state S5, which has a LR-TDDFT excitation energy of 2.125 eV in good agreement with the absorption spectra obtained experimentally [77]. A second trajectory was computed starting from a different configuration. The corresponding excited state assignments follow the previous description, with the exception of an inversion of the states S5 and S6, the former having the largest oscillator strength.

4.3. Nonadiabatic dynamics and 1MLCT/3MLCT crossings

Fig. 2 shows the time evolution of the most relevant excited states energies computed along the two selected trajectories. In the first run (left panel of Fig. 2), we observe a surface hop from S6 to S5 within the first femtoseconds. These two states are indeed close in energy since the beginning of the dynamics (see Table 1). The system remains in S5 for more than 25 fs, before a jump occurs first to S4 and then finally to S2. This fast relaxation to S2 leaves no time for important structural changes, both intramolecular to the solvent.

Table 1

<table>
<thead>
<tr>
<th>Singlet state Sn</th>
<th>Excitation energy (eV)</th>
<th>Oscillator strength</th>
<th>Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.557</td>
<td>0.00081</td>
<td>HOMO → LUMO (99.4%)</td>
</tr>
<tr>
<td>2</td>
<td>1.709</td>
<td>0.00019</td>
<td>HOMO → LUMO + 1 (98.9%)</td>
</tr>
<tr>
<td>3</td>
<td>1.888</td>
<td>0.00226</td>
<td>HOMO-1 → LUMO (84.7%)</td>
</tr>
<tr>
<td>4</td>
<td>1.992</td>
<td>0.00453</td>
<td>HOMO-2 → LUMO (35.6%)</td>
</tr>
<tr>
<td>5</td>
<td>2.089</td>
<td>0.00149</td>
<td>HOMO-1 → LUMO + 1 (34.6%)</td>
</tr>
<tr>
<td>6</td>
<td>2.125</td>
<td>0.01847</td>
<td>HOMO-1 → LUMO + 1 (28.6%)</td>
</tr>
<tr>
<td>7</td>
<td>2.205</td>
<td>0.01500</td>
<td>HOMO → LUMO + 3 (72.9%)</td>
</tr>
</tbody>
</table>

In both cases, we observe that the driving state S2 is reaching a rather fast relaxation towards the ground state. However, since our interest is focused on early ultrafast 1MLCT/3MLCT crossing events, we decided to stop our trajectories after the state S2 is reached and strong 1MLCT/3MLCT crossings are observed.

In order to estimate the probability for the ISC between the 1MLCT and the 3MLCT states, we also computed seven triplet excited state energies along the two trajectories reported in Fig. 2. In both cases, we observe that the driving state (blue circles in Fig. 2) crosses different triplet states at different times. Therefore, following the same qualitative arguments exposed above, we should be able, based on the orbital symmetry of the electronic states involved, to predict the size of the SOC matrix elements (at least qualitatively) and therefore gain insights about the probability of the ISCs.

4.4. Analysis of the SOCs at 1MLCT/3MLCT crossings

For the first trajectory (left panel of Fig. 2), the first two crossing events observed between states S5 and T7 (white circles in Fig. 2) are expected to exhibit a very small SOC and thus an inefficient ISC. In fact, the two states involved (singlet and triplet) do not
The event consists of a transition between states electronic configurations that produce large SOC values. The first trajectories (left panel of Fig. 2). Assignments are indicated with respect to the crossings (black circles in Fig. 2) occur at structures with optimal molecular orbitals shown in Fig. 1.

Crossings between 1MLCT and 3MLCT states of [Ru(bpy)3]2+ along the computed Table 2 and Fig. 1. Concerning the two subsequent crossings between the driving singlet state and the triplet state (see Table 2 and Fig. 1). The two final crossings (black circles in Fig. 2) occur at structures with optimal electronic configurations that produce large SOC values. The first event consists of a transition between states Ss and Ts, which are characterized by the single electron transitions HOMO-1 → LUMO + 1 (82.2%) and HOMO-2 → LUMO + 1 (83.1%), respectively.

Table 2

<table>
<thead>
<tr>
<th>Time (fs)</th>
<th>Assignment Ss</th>
<th>Assignment Ts</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.9</td>
<td>S2_S5</td>
<td>T7</td>
</tr>
<tr>
<td>18.1</td>
<td>S6_S3</td>
<td>T7</td>
</tr>
<tr>
<td>37.5</td>
<td>S4_S5</td>
<td>T6</td>
</tr>
<tr>
<td>40.0</td>
<td>S6_S2</td>
<td>T6</td>
</tr>
<tr>
<td>46.0</td>
<td>S2_S4</td>
<td>T3</td>
</tr>
<tr>
<td>3.6</td>
<td>S2_S2</td>
<td>T7</td>
</tr>
<tr>
<td>39.9</td>
<td>S2_S2</td>
<td>T6</td>
</tr>
<tr>
<td>41.1</td>
<td>S5_S5</td>
<td>T5</td>
</tr>
<tr>
<td>43.5</td>
<td>S2_S2</td>
<td>T4</td>
</tr>
<tr>
<td>49.6</td>
<td>S2_S2</td>
<td>T3</td>
</tr>
</tbody>
</table>

Similarly, the second ISC occurs between two states that show a large LUMO + 1 character: S2 (HOMO-1 → LUMO + 1, 84.3%) and T1 (HOMO-2 → LUMO + 1, 85.7%). Because of the large overlap given by the common acceptor LUMO + 1 orbital (π* orbital localized on a single ligand) in this case we can expect, according to Ref. [87], a sizeable SOC and therefore an efficient ISC.

In order to validate these predictions, we computed for the crossing at time t = 41 fs (Fig. 1, left panel) the SOC within LR-TDDFT using the perturbative approach by Ziegler and coworkers [64] (see Section 3). This calculation gives indeed a significant SOC splitting of about 400 cm⁻¹ (0.05 eV) at singlet–triplet degeneracy, confirming our qualitative analysis based on the symmetry of the orbitals.

The second trajectory (Fig. 1, right panel) reproduces qualitatively the same behavior. The system relaxes from state S5 to state S2 within ~40 fs crossing several triplet states. Once in S2, we again observe a strong relaxation towards the ground state and crossings with low energy triplet states with high SOCs.

Concerning the characteristic time scales for the 1MLCT/3MLCT transition, experimental evidence suggests an upper limit of about 300 fs [74,75], while more recent data have shifted this value down to ~15 ± 10 fs [77]. In our simulations we observe strong SOCs between singlet and triplet states occurring within the first 40–50 fs of dynamics. As suggested previously [77], we observe high values of the SOCs when the excited electron is mainly localized on a single ligand.

The dynamics of the 3MLCT [Ru(bpy)3]2+ complex in water was the subject of a recent theoretical investigation [58] that stressed the importance of having an atomistic description of the solvent molecules in order to correctly reproduce the complex solvent–solute interactions that drive the localization/delocalization of the unpaired electron in the ligand system. In this study, we observe a very similar behavior for the 1MLCT dynamics. The first solvation shell consists of a long chain of water molecules that intercalate between the ligands (Fig. 4). After excitation, the unpaired electron in the ligand system is stabilized by a sudden reorganization of the water molecules (Fig. 3) [58].

We conclude by mentioning that a complete account of the complex nonadiabatic dynamics of solvated [Ru(bpy)3]2+ would require the calculation of a much larger number of trajectories. However, it is beyond the scope of this paper to produce a fully converged statistical description of this photophysical process. We believe that our results provide interesting insights into the atomistic mechanism underlying this class of ultrafast processes.

![Ball and stick representation of the [Ru(bpy)3]2+ complex together with part of the first solvation shell of water molecules (van der Waals representation). The selected frames (t = 0 fs on the left and t = 46 fs on the right) show the fast rotation of a classical water molecule (in yellow) occurring during the dynamics. The molecular orbitals represent the KS-HOMO of the ground state (left) and the populated ligand orbital in S2 (right). Color code as in Fig. 1 (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image1)
and shed new lights on the way $^1$MLCT/$^3$MLCT ISCSCs can occur in the femtosecond time scale.

5. Conclusions

In this paper we extended the TSH nonadiabatic dynamics proposed in Ref. [36] to the case of a quantum system coupled to an environment described at a classical molecular mechanics level. All quantities required for the propagation of the nuclei (excited state energies and forces) and for the time evolution of the Tully’s TSH amplitudes (NACs and NACVs) are computed at the same level of theory using LR-TDDFT. The coupling of the quantum system to the environment was built into the previously developed QM/MM interface for ground state simulations. This is based on a Hamiltonian additive coupling scheme [51], which naturally includes polarization effects induced by the classical point charges on the quantum subsystem. The excited state density required for the coupling Hamiltonian is computed within both Casida’s and Sternheimer’s formulation of the LR-TDDFT equations.

As an application of this new scheme, we simulated the ultra-fast dynamics of the $[\text{Ru(bpy)}_3]^{3+}$ complex in aqueous solution. Starting from the first $^1$MLCT state with large oscillator strength, we computed the relaxation dynamics of the system looking at the crossings with the lower lying triplet MLCT states. Using a qualitative estimation of the SOCs based on orbital symmetries, we were able to show that several ISC events can already take place within the first 40–50 fs of dynamics, in good agreement with recent experiments [74–77]. The largest couplings were predicted between the lowest energy singlet MLCT states and the corresponding isoenergetic triplet states. This study also emphasizes the important role played by the solvent in the relaxation process in agreement with previous theoretical studies [57,58]. We believe therefore that a full atomistic description of the environment (solvent) together with a proper coupling with the quantum subsystem are essential ingredients for the correct description of photophysical and photochemical processes in solution.
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Appendix A

In this Appendix we give a short summary of the derivation of the response density matrix within the Sternheimer formalism [21].

Expanding the ground state KS orbitals, $\{\phi_i(r)\}$, and the linear response orbitals $\{\phi^{(\pm)}_i(r)\}$ in an orthogonal basis set $\{\kappa_q(r)\}$ defines the expansion coefficients $\{c_{pq}^{(0)}\}$ and $\{c_{pq}^{(\pm)}\}$

$$\phi_i(r) = \sum_{p=1}^{M} c_{pq}^{(0)} \kappa_q(r),$$

$$\phi^{(\pm)}_i(r) = \sum_{p=1}^{M} c_{pq}^{(\pm)} \kappa_q(r).$$

(27)

In the following, the indices $i, j, k, \ldots$ run over the KS states $(1, \ldots, N)$, and the indices $p, q, r, \ldots$ refer to the basis functions $(1, \ldots, M)$. In order to simplify the notation, we drop the index $l$ that labels the linear response solutions for the different excited states.

Introducing the new set of coefficients

$$x_{pi} = \frac{1}{2} \left( c_{pi}^{(+)} + c_{pi}^{(-)} \right),$$

$$y_{pi} = \frac{1}{2} \left( c_{pi}^{(+)} - c_{pi}^{(-)} \right).$$

(28)

Eq. (25) can be recast as

$$A_i(A + B) x = \omega^2 x,$$

(29)

$$(A + B) y = \omega^2 y.$$  

(30)

The (super-)operators $A$ and $B$ are defined as

$$A_{pi,qj} = F_{pq} \delta_{ij} - \epsilon_{ij} \delta_{pj},$$

(31)

$$B_{pi,qj} = \sum_{j=1}^{M} Q_{p}^{(0)} \kappa_{pi,j}^{(0)} (c_{ij}^{0})^\dagger Q_{qj}.$$  

(32)

where

$$\kappa_{pi,j}^{(0)} = (\kappa_j|H_0|\kappa_i),$$

(33)

$$\epsilon_{ij} = \sum_{p=1}^{M} \left( c_{ij}^{0} \right) F_{pq} c_{pj}^{0},$$

(34)

$$P_{pq} = \sum_{p=1}^{M} \left( c_{pq}^{(0)} \right) c_{pq}^{(0)},$$

(35)

$$Q_{pq} = \delta_{pq} - P_{pq},$$

(36)

$$K_{pq,j} = \int d\mathbf{r} \int d\mathbf{r}' \kappa_{pi}^{(0)}(\mathbf{r}) \kappa_{qj}^{(0)}(\mathbf{r}') \left[ \frac{1}{|\mathbf{r} - \mathbf{r}'|} \right] \frac{\delta^2 E_{\text{exc}}}{\delta \rho(\mathbf{r}) \delta \rho(\mathbf{r}')} \bigg|_{\rho = \rho_0} \kappa_{pi}^{(0)}(\mathbf{r}) \kappa_{qj}^{(0)}(\mathbf{r}).$$

(37)

Within this framework, the response density matrix elements in TDA are given by the expression [21]

$$\Delta P_{pq} = \sum_{i} x_{pi} x_{pj} + \sum_{ij} \epsilon_{ij} c_{pi}^{(0)} (\mathbf{r}) (\mathbf{r}')^\dagger (x_{ij}) \kappa_{qj}^{(0)}(\mathbf{r}) \kappa_{pi}^{(0)}(\mathbf{r}).$$

(38)
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