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Vibrational frequency shifts of H₂ in clathrate hydrates are important to understand the properties and elucidate details of the clathrate structure. Experimental spectra of H₂ in clathrate hydrates have been measured for different clathrate compositions, temperatures, and pressures. In order to establish reliable relationships between the clathrate structure, dynamics, and observed frequencies, calculations of vibrational frequency shifts in different clathrate environments are required. In this study, a combination of classical molecular dynamics simulations, electronic structure calculations, and quantum dynamical simulation is used to calculate relative vibrational frequencies of H₂ in clathrate hydrates. This approach allows us to assess dynamical effects and simulate the change of vibrational frequencies with temperature and pressure. The frequency distributions of the H₂ vibrations in the different clathrate cage types agree favorably with experiment. Also, the simulations demonstrate that H₂ in the 5₁² cage is more sensitive to the details of the environment and to quantum dynamical effects, in particular when the cage is doubly occupied. We show that for the 5₁² cage quantum effects lead to frequency increases and double occupation is unlikely. This is different for the 5₁²₆4 cages for which higher occupation numbers than one H₂ per cage are likely. © 2014 AIP Publishing LLC

I. INTRODUCTION

Hydrogen clathrate hydrates are ice-like materials with hydrogen molecules occupying cages formed by water molecules. Due to their high H₂-storage capacity, the usefulness of clathrate hydrates as a hydrogen storage material has been investigated and it has been found that the stability of hydrogen clathrates can be tuned by combining hydrogen with other guest molecules.¹ The structure of hydrogen clathrates has been determined to be clathrate type II.² The clathrate type II unit cell consists of 136 water molecules which form 8 large and 16 small clathrate cages. The small clathrate cages consist of pentagonal water clusters forming a pentagonal dodecahedron (5₁²), while the large cages are composed of pentagonal and hexagonal (5₁²₆4) water clusters.³ Ratios of up to 1:2 H₂:H₂O are known to be stable, but the occupancy of the individual cages is not straightforward to determine. Varying occupation numbers of the two clathrate cage types have been related to various properties of hydrogen clathrates such as the stability of the clathrate at different temperatures and pressures, the change in stability upon combination of H₂ with other guest molecules, and the vibrational frequency shifts of H₂ in different clathrate environments compared to free H₂.¹,²,⁴–⁷ Vibrational spectra of H₂ in clathrate hydrates have been experimentally determined for a range of clathrate compositions at different temperatures and pressures.²,⁵–⁷

Vibrational frequencies are a sensitive probe of the molecular environment and are affected by both, structural and dynamical effects. For clathrate hydrates it has been found that the vibrational frequency shift of H₂ molecules in the different clathrate cage types compared to free H₂ depends on the clathrate composition, pressure, and temperature.²,⁵ In general the H₂ frequencies in clathrate hydrates are redshifted compared to free H₂, which is in contrast to other H₂O-ice environments where blueshifted H₂ frequencies are found.⁸ Due to symmetry constraints, hydrogen exists as ortho and para hydrogen, with an ortho:para ratio of 3:1 at high temperatures. For the interpretation of H₂ Raman spectra, the existence of these two H₂ forms needs to be taken into account, mainly because the two forms exist in specific rotational states.⁵,⁷ The frequency shifts of H₂ in clathrate hydrates have therefore to be evaluated by comparing either the ortho or the para hydrogen frequencies in different environments in order to distinguish the environment dependent frequency shifts from the differences between the rotational states. For hydrogen clathrates at 76 K and 100 bars, three distinct hydrogen environments have been observed with vibrational frequency shifts of about −35, −15, and −10 cm⁻¹ compared to the vibrational frequency of free H₂ at 4155 cm⁻¹. For tetrahydrofuran-H₂ clathrate at 100 bars and 296 K, a redshift of about −35 cm⁻¹ is observed.⁷ The different frequency shifts are attributed to H₂ positions in varying clathrate cages and to different numbers of hydrogen molecules per cage. The pressure dependence of the frequency shift is also attributed to different cage occupancies.⁸ Experiments with tetrahydrofuran clathrates established that the most redshifted features in
the Raman spectra correspond to H$_2$ positions in the S$^{12}$ cage.\textsuperscript{9} However, a direct relationship between spectral patterns (e.g., frequency shifts) and structure is not straightforward to establish from experiment alone because such studies would need to be carried out simultaneously as has been done for CO-stretching frequencies in myoglobin.\textsuperscript{10} Atomistic simulations with accurate force fields have been used successfully to interpret experimental spectra and establish relationships between structures and spectroscopic features.\textsuperscript{11-13}

The potential cage occupancies have been investigated by experiment and theory in the past, with the major uncertainty being the occupancy of the S$^{12}$ cages.\textsuperscript{5,4,14-16} Vibrational frequency shifts are one of the major sources of information about the cage occupancies due to their dependence on the local environment. In order to use the information contained in experimentally observed H$_2$ frequency shifts, a relationship between these frequency shifts and structural and dynamical properties of hydrogen clathrates needs to be established. For this purpose, a reliable calculation of the vibrational frequency shifts is required. Calculating the vibrational frequencies of H$_2$ in clathrates accurately is however difficult due to the following reasons:

- The system size required for a realistic simulation should be sufficiently large, including about 1000 water molecules and several 100 H$_2$ molecules. The use of empirical force fields is therefore necessary.
- The calculation of vibrational frequencies and frequency shifts requires a reliable potential function, therefore the force field simulation needs to be combined with an electronic structure calculation method or with force fields capable of accurately determining vibrational frequencies.
- Due to the low temperatures at which experiments are typically carried out and the importance of hydrogen atom motion in the system, quantum dynamical effects may play an important role.

These aspects need to be considered in the interpretation of vibrational frequency calculations. High level quantum mechanical calculations have been carried out for H$_2$ in different clathrate cages.\textsuperscript{17-20} These calculations provide a basis for comparing the energies of H$_2$ in different clathrate environments, but did not report any actual frequencies. In combination with the loose cage-tight cage model,\textsuperscript{21} interaction energy curves of guest molecules with the clathrate lattice have been used successfully to assess frequency shifts in clathrate hydrates with different guest molecules.\textsuperscript{22} Density functional theory (DFT) has been used to calculate the vibrational frequencies of methane and H$_2$ in clathrate hydrates.\textsuperscript{23,24} However, the system size and number of clathrate conformations which can be included in DFT studies with a reasonable computational effort is too small to extensively sample the conformational space of sufficiently large periodic clathrate systems and assess the effect of different clathrate conformations on the frequency shifts. In order to address this problem, DFT has been combined with empirical force fields for the calculation of the frequency shifts.\textsuperscript{26} Based on the coordinates from molecular dynamics (MD) simulations, structures of hydrogen containing clathrate cages were optimized using DFT calculations and harmonic frequencies were calculated based on these optimized structures.\textsuperscript{10} However, frequency calculations on optimized structures do not include temperature effects. Furthermore, no quantum dynamical effects were taken into account in these calculations. The importance of quantum dynamical effects for hydrogen clathrates has been demonstrated in other studies based on analyses of structural properties.\textsuperscript{15,25}

In the present study, a combination of complementary simulation strategies is used to calculate relative vibrational frequency shifts of hydrogen in clathrate hydrates and to assess the order of magnitude of temperature and quantum dynamical effects on the spectra. The calculations are further validated by comparing force field parametrizations and electronic structure calculations at different levels of sophistication. Atomistic MD simulations with atomic multipole moments are carried out on a periodic clathrate system of 2 $\times$ 2 $\times$ 2 hydrogen clathrate unit cells with different amounts of hydrogen and at different temperatures and pressures. The importance of accurate force fields and the usefulness of atomic multipole moments for the calculation of vibrational spectra have been demonstrated in previous studies for clathrate hydrates and amorphous ices.\textsuperscript{12,26-28} For the calculation of the vibrational frequencies, the atomistic MD simulations are combined with electronic structure calculations using DFT and MP2 methods. In order to include quantum dynamical effects, path integral MD (PIMD) simulations are carried out on a clathrate model system and the results are compared with the classical simulations and with experiment.

II. COMPUTATIONAL METHODS

The clathrate structure was generated as follows: Based on the X-ray structure oxygen positions for clathrate type II,\textsuperscript{2} water hydrogen atoms were added. The positions of the water hydrogens were then iteratively optimized by several energy minimizations and simulated annealing dynamics at low temperatures. After the optimization, the hydrogen atom positions were consistent with the ice rules. To obtain initial positions for the H$_2$ molecules, a box of 432 H$_2$ molecules was first equilibrated at 150 K and 200 bars for 100 ps in the NPT ensemble, leading to a box size of 18 $\times$ 18 $\times$ 18 Å, close to the volume of the clathrate unit cell (17 $\times$ 17 $\times$ 17 Å). Hydrogen and clathrate unit cells were then superimposed and overlapping hydrogens deleted, with the radius of overlap to the oxygen atoms such that a H$_2$:H$_2$O ratio of about 1:2 was obtained.

**Periodic systems:** A larger system of 2 $\times$ 2 $\times$ 2 unit cells was generated based on the initial unit cell. The system contained 1088 water molecules and 624 hydrogens, i.e., 57.35% of hydrogen by number. Based on this initial hydrogen load, four systems with lower hydrogen loads were generated by deleting hydrogens within different radii of water in the optimized structures. The four systems contain 575, 456, 313, and 144 hydrogen molecules, corresponding to 52.85%, 41.91%, 28.77%, and 10.48% of hydrogen. The system with the highest H$_2$ fraction is shown in Figure 1. With this setup, the occupancy numbers are allowed to vary slightly for different cages within a given system, which is also what may happen in...
experiments where the occupancy is only controlled by the hydrogen pressure. During the equilibration phase of the simulations the occupation numbers between different cages tend to equilibrate rather rapidly, i.e., H$_2$ molecules diffuse from cages with higher occupancies to cages with lower occupancies and therefore the occupancies tend to be equal.

**Model systems:** Based on the water coordinates of the periodic systems, model systems for the 5$^{12}$ and the 5$^{12}$6$^4$ clathrate cage were generated. The model system for the 5$^{12}$ cage contains 40 water molecules arranged in two layers. The inner layer is composed of 20 waters and forms a cluster which corresponds to a 5$^{12}$ cage. The outer layer consists of the next neighboring waters for each of the inner layer waters. For the 5$^{12}$6$^4$ clathrate cage, each layer is composed of 28 water molecules. During the simulations, a harmonic constraint is applied to the oxygen atoms in the outer layer. The H$_2$ occupation for the 5$^{12}$ cage model is one and two, whereas for the 5$^{12}$6$^4$ cage up to four hydrogens are used. The two model systems are shown in Figure 2.

**A. Force field parameters and potentials**

All simulations were carried out with the CHARMM program$^{29,30}$ with provisions for evaluating electrostatic interactions involving atomic multipole moments, a modified Lennard-Jones (LJ) potential for the H$_2$-H$_2$ interaction and anharmonic bond potentials for H$_2$ and water. The additional interaction terms and parameters are discussed in this section.

Electrostatic interactions are described by atomic multipole moments based on the distributed multipole analysis (DMA)$^{31,32}$ Two sets of parameters for water and H$_2$ multipole moments up to quadrupole were obtained based on B3LYP/6-31G$^*$ and MP2/6-31G$^*$ calculations using GAUSSIAN.$^{33}$ These choices are based on previous experience in the performance of these methods$^{12,26–28}$ and the fact that electronic structure calculations for the vibrational frequencies of a system containing up to 58 water and up to 4 H$_2$ molecules are also possible at this level of theory. The multipole parameters are reported in Tables I and II.

For the water molecules the TIP3P LJ parameters$^{34}$ were used without further refinement since the water-water interaction is dominated by electrostatic terms and therefore changes in the LJ parameters contribute only very little to the overall interaction energy. For H$_2$ in contrast, the LJ parameters are important because the electrostatic part of the interaction is weak. Therefore, LJ parameters were fitted for each set of electrostatic parameters based on the interaction energy of the underlying electronic structure calculation method. Parameters were fitted for the H$_2$-water and H$_2$-H$_2$ interaction separately. For H$_2$-water, the LJ 6-12 potential provided in the standard CHARMM force field was used. For H$_2$-H$_2$, the standard potential was replaced by a LJ 9-10 potential of the form

\[ V_{LJ} = \varepsilon \left( \frac{\sigma}{r_{\text{cent}}} \right)^9 - \frac{\sigma}{r_{\text{cent}}} \left( \frac{\sigma}{r_{\text{cent}}} \right)^9, \]  

where $\varepsilon$ and $\sigma$ are the fitted parameters and $r_{\text{cent}}$ is the distance between the geometric centers of the given H$_2$ molecules. The (9,10) exponents were found to be more suitable to describe the H$_2$-H$_2$ interaction and this is consistent with recent detailed investigations of interaction energies using multipolar force fields,$^{35}$ which confirm previous studies stating that the (6,12) LJ potential should be replaced by other LJ potential forms to better reproduce interaction energies.$^{36,37}$ Geometries for reference energies included 1000 random configurations of the water-H$_2$ and H$_2$-H$_2$ dimer. It should be noted that

<p>| TABLE I. Atomic multipole moments in spherical tensor notation$^{31,32}$ for water calculated at different levels of theory. |
|---------------------------------|---------------------------------|---------------------------------|</p>
<table>
<thead>
<tr>
<th><strong>Charge (e)</strong></th>
<th><strong>Dipole (ea$_0$)</strong></th>
<th><strong>Quadrupole (ea$_0^2$)</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>B3LYP/6-31G* Oxygen</td>
<td>-0.469056</td>
<td>-0.293739</td>
</tr>
<tr>
<td>B3LYP/6-31G* Hydrogen</td>
<td>0.234528</td>
<td>...</td>
</tr>
<tr>
<td>MP2/6-31G* Oxygen</td>
<td>-0.480928</td>
<td>-0.323179</td>
</tr>
<tr>
<td>MP2/6-31G* Hydrogen</td>
<td>0.240464</td>
<td>...</td>
</tr>
</tbody>
</table>
the configurations were generated in the entire configuration space, not within a linear or otherwise idealized configuration subset. The interaction energy was calculated for each of the configurations using the same two electronic structure calculation methods as for the parametrization of the electrostatic potential. Counterpoise corrections were used to account for the basis set superposition error. From this overall interaction energy of each pair of molecules, the electrostatic interaction energies calculated from the multipole moments of the corresponding method were subtracted. LJ parameters for H₂ were then fitted in order to optimally reproduce the remaining interaction energy for all 1000 configurations. For the H₂-water interactions, water parameters were constrained to their value in the water-water interaction and only the H₂ parameters were changed. The resulting parameters for the H₂-water and H₂-H₂ interaction are listed in Table III together with the Boltzmann-weighted mean absolute error at 300 K for the fit to the 1000 configurations.

Bond potentials: For the water bond potential, the flexible Kumagai, Kawamura, and Yokokawa (KKY) potential model was used. As was previously reported, the KKY potential parameters need to be reparametrized for correctly describing the water gas phase vibrational frequencies. For the H₂ bond, a Morse potential has been fitted which reproduces the H₂ gas phase frequency of 4155 cm⁻¹ at 200 K, using a timestep of 0.4 fs. The frequency shows a temperature dependence of about 4 cm⁻¹/100 K and a time step error.

B. Classical and path integral MD simulations

Classical MD simulations: All MD simulations were carried out with both force field parametrizations (B3LYP/6-31G* and MP2/6-31G*) and a timestep of Δt = 0.4 fs, which allows flexible bonds in water and the H₂ molecules. The non-bonded interactions were truncated at a distance of 12 Å using a shift function for the electrostatic terms. For the model systems, simulations were carried out at 50 and 150 K using Langevin dynamics. After an initial equilibration of 50 ps, 100 snapshots separated by 1 ps were taken from the 100 ps production run. For the periodic systems, simulations were run at 50 and 150 K and at pressures of 1 and 1000 bars in the NPT ensemble using a Nose-Hoover thermostat with a coupling constant of 10 ps. After 100 ps of equilibration, 100 sets of coordinates separated by 1 ps were recorded for the calculation of the frequencies (vide infra).

Path integral MD: Discretized Feynman path integral simulations were used to capture quantum dynamical effects. The path integral module provided in the CHARMM program was used for this purpose. Quantum dynamical simulations were carried out with 16 and 64 virtual particles (beads) using Langevin dynamics at the same temperatures used for the classical simulations. For the simulations with 64 beads, the timestep was reduced to 0.1 fs while the timestep of 0.4 fs was unchanged for the simulations with 16 beads. From each of the hundred coordinate sets of the PIMD simulations (separated by 1 ps from 100 000 PIMD evaluations), averages over the path positions were determined for each atom. These averaged structures were then used for the calculation of the vibrational frequencies.

C. Calculation of vibrational frequencies

Vibrational frequencies were calculated using DFT and MP2 electronic structure calculations. The coordinates obtained from the MD simulation with the parameter set corresponding to the given method were used as a starting point for the calculation. For the model systems, the inner water layer and the hydrogen molecules were included in the calculation. For the cages occupied by more than one hydrogen molecule, the frequency of one H₂ was calculated for each snapshot in the presence of the other H₂ molecules. For a specific snapshot, the frequencies of the different H₂ molecules in a given cage type differ. However, a comparison of the average frequency over 100 snapshots showed that the average frequency does not depend on which of the H₂ molecules was selected. For the periodic systems, one H₂ molecule was selected and the first water layer around it and hydrogens inside this layer were included in the calculation. The H₂ stretching potential was then determined for 5 distances corresponding to the minimum and the first and second classical turning points of the gas phase curve at the B3LYP/6-31G* or MP2/6-31G* level. A Morse potential was then fitted to the ab initio energies and the LEVEL program was used to obtain the ground and first excited vibrational levels from which the frequency shift ∆v was calculated. Such a procedure was already successfully employed to assign structural substates in CO-ligated myoglobin. This approach is also used when computing frequency trajectories ω(t) required for the analysis of 2DIR spectra.

The reference vibrational frequency for free H₂ is at 4225 cm⁻¹ for B3LYP/6-31G* and at 4299 cm⁻¹ for MP2/6-31G*. In order to compare the results for different methods, the frequencies were scaled by the ratio of the experimental gas phase frequency of H₂ at 4155 cm⁻¹ and the frequency of the respective electronic structure calculation method, resulting in scaling factors of 0.9834 for B3LYP/6-31G* and

| TABLE III. LJ parameters for H₂ in H₂-water and H₂-H₂ interactions. The quality of the fit is reported as a Boltzmann-weighted mean absolute error of the fit to 1000 randomly generated configurations. |
| --- | --- | --- |
| | σ(Å) | ε (kcal/mol) |
| B3LYP/6-31G* H₂-water | 2.0051 | −0.00100 | 0.0388 |
| B3LYP/6-31G* H₂-H₂ | 1.6075 | −0.15993 | 0.0186 |
| MP2/6-31G* H₂-water | 2.2870 | −0.00500 | 0.0367 |
| MP2/6-31G* H₂-H₂ | 1.6330 | −0.15912 | 0.0149 |

Opposite signs on the two hydrogens.
The combination of MD simulations and electronic structure calculations is required to obtain quantitatively correct frequency shifts of H$_2$ in clathrates. Calculating power spectra directly based on the H-H autocorrelation function yields redshifts of the H$_2$ in clathrates compared to free H$_2$ that are too small by about a factor of ten (i.e., they only show a few wavenumbers of redshift). Blueshifts are reproduced in quantitative agreement with electronic structure calculations. The reason for this is most likely the lack of polarization in the force field calculations.

III. RESULTS

A. Model systems

First, the findings for the clathrate model systems at $T = 50$ K are described. Vibrational frequencies obtained using B3LYP and MP2 calculations are compared and the results are reported in Figure 3. The vibrational frequencies cover a range from 4090 to 4190 cm$^{-1}$ for both methods with the spectra from B3LYP calculations being slightly broader. In both cases, the lowest frequencies are found for a single H$_2$ molecule occupying the 5$^{12}$ cage (S$^1$), with average frequencies of 4127 cm$^{-1}$ for B3LYP and 4123 cm$^{-1}$ for MP2. With two hydrogens in the 5$^{12}$ cage (S$^2$), the average frequencies are at 4142 cm$^{-1}$ for B3LYP and at 4150 cm$^{-1}$ for MP2, respectively. Thus, the frequency difference between S$^1$ and S$^2$ almost doubles to 27 cm$^{-1}$ for MP2 compared to 15 cm$^{-1}$ for B3LYP.

Frequency differences between (S$^1$) and (L$^1$) calculated from B3LYP agree well with differences between (S$^1$) and (L$^1$) calculated from MP2. The average frequency for the L$^1$ cage is at 4145 cm$^{-1}$ for B3LYP and at 4140 cm$^{-1}$ for MP2, corresponding to differences between S$^1$ and L$^1$ of 18 and 17 cm$^{-1}$, respectively. For higher occupations of the 5$^{12}$6$^4$ cage, average frequencies are 4148, 4152, and 4151 cm$^{-1}$ for double (L$^2$), triple (L$^3$), and quadruple (L$^4$) occupations for B3LYP, compared to 4147, 4153, and 4155 cm$^{-1}$ for MP2. Thus, for 5$^{12}$6$^4$ cages, the frequency increase with higher H$_2$ occupation and approximately doubles for MP2 compared to B3LYP. Frequency increases between single and multiple occupation of 3, 7, and 6 cm$^{-1}$ are found for B3LYP compared to 7, 13, and 15 cm$^{-1}$ for MP2. In both cases, the increase is about equal between L$^1$ and L$^2$, while no or only a small increase is found between L$^3$ and L$^4$.

The results show that most of the computed frequencies and all frequency averages are shifted to the red with respect to free H$_2$ at 4155 cm$^{-1}$. The spectra can be compared to the experimental spectra and earlier studies on the basis of the frequency range and average frequencies for the two cavities. Since it is not evident whether the S$^2$ state exists at all in the experiments, the average of S$^1$ is used for the comparison of the 5$^{12}$ cage and the average over L$^1$ to L$^4$ is used for the comparison for the 5$^{12}$6$^4$ cage. For B3LYP, the frequency range extends from 4095 to 4185 cm$^{-1}$, with an average for S$^1$ at 4127 and averages over L$^1$ to L$^4$ at 4149 cm$^{-1}$. For MP2, the frequencies range from 4102 to 4170 cm$^{-1}$ with averages for S$^1$ at 4123 cm$^{-1}$ and for L$^1$ to L$^4$ at 4149 cm$^{-1}$. Compared to the experimental values at 99 K and 2000 bars$^2$ with a frequency range from 4112 to 4155 cm$^{-1}$ and local maxima at 4119 and 4148 cm$^{-1}$, the calculated overall frequency range is too broad in both cases but in better agreement for MP2 than for B3LYP. For S$^1$, the averages are slightly too high compared to the experimental peak maxima, with again a better agreement for MP2. For L$^1$ to L$^4$, both computational approaches yield good agreement with experiment. Compared to earlier computational studies starting from minimized structures$^{16}$ with a frequency range between 4095 and 4177 cm$^{-1}$ and maxima for S$^1$ at 4100 and for L$^1$ to L$^3$ at about 4125 cm$^{-1}$, the frequency ranges agree better with experiment for both methods and the frequency maxima are also clearly in better agreement from the present study with the experimentally observed peak maxima than the results for using optimized structures. This indicates that optimizing the structures before the frequency calculation leads to artificially favorable positions of H$_2$ in the different clathrate cages and therefore to artificially low frequencies. The methods used here show slightly too small redshifts compared to experiment in contrast to considerably overestimated redshifts for earlier studies. The difference with experiment is therefore much smaller in this study and underlines the importance of the thermal distribution of configurations as a starting point for the frequency calculations.

**Configurational sampling versus electronic structure method:** The difference between the results for the two approaches ([FF parameterization and sampling/frequency calculation] = [B3LYP/B3LYP] or [MP2/MP2]) can be further analyzed. Since both, the force field parameterization used for conformational sampling and the electronic structure calculation differ, the observations made above could arise
either from differences in the conformations sampled or due to differences in the electronic structure calculation methods. The two effects can be disentangled if the coordinates sampled from one parametrization (e.g., MP2) are used in frequency calculations using the other method (e.g., B3LYP), i.e., [MP2/B3LYP] in the notation above. The results are shown in Figure 4 in terms of average frequencies for the methods employed. Overall the data for the two sets of average frequencies with DFT electronic structure calculations look more similar than the evaluation with MP2, in particular the increase of vibrational frequency with higher cage occupation is very similar for the two sets of DFT results. The small difference between the two sets shows that the force field parameters also affect the final result, with differences of up to 5 cm$^{-1}$, but this effect is smaller than the differences between electronic structure calculations with differences up to 13 cm$^{-1}$.

Such good agreement between two force fields may be partially due to the fact that small clathrate model systems are used with constraints on the outer layer of water molecules. However, it also shows that the accurate force field with atomic multipole moments and anharmonic bond potentials used in this study provides reliable results which are largely independent on the parametrization.

At this point it is useful to briefly consider potential pitfalls in the computational approaches used so far, specifically the question of coupling between individual H$_2$ molecules in the cage. For this, 10 arbitrary L$^4$ clusters were selected, the position of the H$_2$ molecules was frozen and their bond lengths were optimized. Then, harmonic frequencies were determined. It was found that in all cases the normal modes are localized on the individual H$_2$ molecules which suggests that there is little coupling of the vibrational modes. This justifies the procedure for calculating frequencies for individual H$_2$ molecules. This is also in accord with procedures to determine frequency trajectories in analyzing 2DIR spectroscopy where the solvent-solute coupling enters the calculation through the use of an effective potential. In addition, we also considered the absolute frequencies when computed from normal mode calculations or scanning the energy along the H$_2$-bond and determining the frequency from solving the 1D Schrödinger equation for 10 snapshots of L$^4$. The correlation coefficient between the two sets of frequencies is 0.8 which is acceptable given that very different approximations are made in the two procedures.

1. Temperature effects

In order to assess the effect of temperature, all simulations were also carried out at 150 K. The results are compared based on the average frequency and are reported in Figure 5. It is found that typically the frequencies are higher at higher temperatures, however there is appreciable variation for different cage types and occupation numbers. The temperature dependent frequency increase is smallest for L$^1$ and L$^2$, with 1 and 2 cm$^{-1}$ for B3LYP and 1 and 0 cm$^{-1}$ for MP2. With increasing numbers of hydrogens in the 5$^{12}$6$^4$ cage, temperature dependent frequency shifts increase and are 5 and 6 cm$^{-1}$ for L$^3$ and L$^4$, respectively, for B3LYP, compared to 4 and 7 cm$^{-1}$ for MP2. For the 5$^{12}$ cages, the temperature dependent frequency shift is larger, with 6 cm$^{-1}$ for S$^1$ with both methods and 37 and 39 cm$^{-1}$ for S$^2$ with B3LYP and MP2, respectively. Overall, the agreement between the different calculation methods is very good here and the evaluation demonstrates that 5$^{12}$ cages are more sensitive to temperature effects than 5$^{12}$6$^4$ cages and the temperature effect is also more pronounced at higher cage occupation numbers.
2. Structure-frequency relationships

To correlate structure and frequency shifts, the closest distance between a H₂ molecule and a water oxygen atom of the clathrate is evaluated. The results reported in Figure 6 show that lower frequencies correlate with larger distances to the closest water-oxygen atom.

In addition to the distances between H₂ molecules and the water oxygen atom, the effect of the different clathrate environments on the rotational dynamics of H₂ molecules is considered. For this, H₂-rotational reorientation times (τ₂) were calculated according to

$$C_l(t) = \langle P_l(u(0) \cdot u(t)) \rangle. \quad (2)$$

Here, $C_l(t)$ is the rotational correlation function, $P_l$ is the Legendre polynomial of order $l$, and $u(t)$ is the unit vector pointing along the H₂ axis. It was found that $C_l(t)$ can be well approximated by a single exponential decay ($C_l(t) \approx e^{-l(l+1)D_{R}t}$). The rotational correlation time τ₂ can therefore be obtained by fitting to an exponential function $C_2(t) = ae^{-1/τ_2} + e$. The rotational correlation times for the MP2 parametrization are shown in Table IV at 50 K and 150 K. Overall, the rotational correlation times are longer at lower temperatures as expected. The differences between different cage types are generally small, with the exception of S₂ at 50 K, where τ₂ is about five times larger than for the other cage types at this temperature. τ₂ is also largest for S₂ at 150 K, but in this case the effect is very small. The fastest reorientation times are found for S₁ at both temperatures. The increase of τ₂ in going from S₂ to L₁ is most likely due to the fact that in S₁ the H₂ molecule remains at the center of the cage and rotates freely, whereas in L₁ it moves between different sites within the cage and undergoes specific favorable interactions with individual water molecules. These specific interactions are weaker if more H₂ molecules are present in the case of L₄. The large value of τ₂ for S₂ can be explained by the fact that there are only very few positions and orientations that allow a favorable interaction of two H₂ molecules in the S₁₂ cage. The very slow rotation at 50 K preserves these favorable interactions, whereas they disappear at 150 K due to conformational sampling. The lack of favorable interactions at 150 K for S₂ is in agreement with the blueshifted frequencies, in contrast to redshifts at 50 K.

3. Quantum effects

Calculations with the same two parameter sets have been carried out using path integral MD simulations with 16 and 64 beads at 50 and 150 K. From these simulations, average structures over all path points are calculated and used for the calculation of vibrational frequencies. Average structures and the path distribution at 50 and 150 K are shown in Figure 7.

The use of average structures for the calculation of vibrational frequencies does not include a direct evaluation of the quantum dynamical vibrational spectrum which is computationally too expensive due to its unfavorable numerical convergence properties. Instead, quantum dynamical effects on the vibrational frequencies are included in an average fashion which does not allow to evaluate dynamical

![FIG. 6. Evaluation of the closest distance between a water oxygen atom and a H₂ atom in different clathrate cages. The results from the B3LYP/6-31G* parametrization (black symbols) are compared to the results from the MP2/6-31G* parametrization (blue symbols) at 50 K (filled symbols and dashed lines) and 150 K (open symbols and dotted lines).](image)

![FIG. 7. Average structures (bottom) and path distributions (top) from PIMD simulations at 50 K (left) and at 150 K (right). The structures are for an S² clathrate cage with the hydrogen molecules shown as yellow points.](image)

### Table IV. Rotational correlation times $τ₂$ in ps for H₂ using MP2/6-31G* data from model systems.

<table>
<thead>
<tr>
<th>Cage type</th>
<th>50 K</th>
<th>150 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>S¹</td>
<td>0.0411</td>
<td>0.0241</td>
</tr>
<tr>
<td>S²</td>
<td>0.2510</td>
<td>0.0306</td>
</tr>
<tr>
<td>L¹</td>
<td>0.0510</td>
<td>0.0300</td>
</tr>
<tr>
<td>L₄</td>
<td>0.0438</td>
<td>0.0253</td>
</tr>
</tbody>
</table>
correlation effects of atoms, but it includes effects related to changes in the average structure and the distribution of hydrogen positions inside the clathrate. The results from the classical simulations of the model systems are compared to results from PIMD simulations in Figure 8. The differences $\omega_C - \omega_Q$ between the average frequencies of the classical simulations $\omega_C$ and the PIMD simulations $\omega_Q$ are shown at 50 and 150 K for both force fields. In general, 64 beads are used for the PIMD simulations. A comparison to a setup with 16 beads is shown in Figure 8 for a simulation at 50 K and the results are very similar to the corresponding calculations with 64 beads. The evaluation shows that in general, the differences between quantum and classical simulation are larger at 50 K, as expected. The $5^{12}$ cages appear to be far more affected by quantum dynamical effects than the $5^{12}6^{4}$ cages, in particular for $S^2$. For the $5^{12}6^{4}$ cages, the effects are within a few wavenumbers and increase slightly with increasing numbers of hydrogens. For simulations at 50 K, the quantum effects generally lead to higher frequencies, while at 150 K, some frequency reductions due to quantum effects are observed, in particular for larger numbers of hydrogens in the $5^{12}6^{4}$ cage. The overall effect of this is that the results at 50 K and 150 K become more similar due to quantum effects, which is in agreement with experimental spectra showing only a small and gradual change of the peak positions with temperature.

In order to understand the origin of the difference in vibrational frequencies between the classical and PIMD simulations, the structural differences between the snapshots obtained from the classical MD simulations and the path averaged structures from the PIMD simulations have been analyzed. It was found that the structural differences can be characterized by evaluating the closest distance between a H$_2$ molecule and a water oxygen atom in the different clathrate cage types. The averages and standard deviations over all hydrogen loads, with unit cell parameters ranging from 16.8

FIG. 8. Differences in the average vibrational frequencies between classical and path integral MD simulations for the clathrate model systems at 50 K and 150 K. Black circles show the differences between averages frequencies for the B3LYP/6-31G$^*$ setup and blue squares show the results for MP2/6-31G$^*$. The differences are calculated for blue and black lines between a path integral simulation with 64 beads and the corresponding classical simulation. The brown lines show the differences to simulations with 16 beads at 50 K for the B3LYP setup. Filled symbols and dashed lines represent results at 50 K and open symbols and dotted lines represent results at 150 K.

B. Periodic systems

The results discussed so far have all been obtained from calculations on clathrate model systems. These model systems include only the first and second water layer around the H$_2$ molecules in different clathrate cages and therefore do not capture effects from molecules at larger distances or effects from the collective motion of clathrate molecules, e.g., lattice vibrations. In order to assess these influences, simulations with periodic systems have been carried out and are compared to the results for the model systems. In the following, different force field parametrizations, fractions of H$_2$ in the clathrate and temperatures and pressures are considered. The average volumes obtained for different pressures, temperatures, and H$_2$ fractions during the MD simulations in the NPT ensemble are shown in Figure 10 and find a steady increase of the box volume with increasing H$_2$ fractions, increasing temperatures, and pressures. At 50 K, the system is stable with all hydrogen loads, with unit cell parameters ranging from 16.8

FIG. 9. Evaluation of the closest distance between a water oxygen atom and a H$_2$ atom in the different clathrate cages. The results from classical simulations (black symbols) are compared to the results from PIMD simulations with 64 beads (violet symbols) at 50 K (filled symbols and dashed lines) and 150 K (open symbols and dotted lines). The B3LYP/6-31G$^*$ parametrization is used for this evaluation. The error bars show the standard deviation for the corresponding sets.
to 17.4 Å for the B3LYP parametrized force field and from 16.7 to 17.8 Å for the MP2 parametrized force field. At 150 K, the system is not stable anymore with the largest fractions of H$_2$ (box side length values of more than 37 Å in Figure 10 correspond to melting of the clathrate; the box side length is twice the unit cell side length), which is in agreement with experiments which show that clathrates are stable with H$_2$:H$_2$O ratios of up to 1:2. For the stable clathrates at 150 K and 1000 bars, unit cell volumes range between 16.9 and 17.8 Å for the B3LYP parametrized force field and from 16.8 to 17.3 Å for MP2 parameters. The simulations at 150 K and 1 bar show slightly larger volumes and faster dissociation. In general, the simulations with B3LYP parameters show a slightly lower dependence of the box volume on the H$_2$ fraction than in the model systems, in particular in the simulations at 1000 bars, the frequencies in-crease more rapidly and more linearly with additional hydrogens than in the model systems, in particular in the simulations with the MP2 parameters. The simulation at 1 bar shows in contrast a similar pattern of the frequency change with additional H$_2$ molecules as in the model systems, with a slight decrease in frequency between L$^3$ and L$^4$. It can therefore be concluded that the frequency is not necessarily a linear function of the number of H$_2$ molecules, the change in frequency is pressure dependent and more pronounced at high pressures, which is in contrast to findings in earlier studies which are based on optimized structures and suggest generally a linear correlation between the frequency and the number of neighboring H$_2$ molecules.

IV. DISCUSSION AND CONCLUSIONS

In this study, a combination of computational strategies has been used to calculate vibrational frequencies of H$_2$ molecules in clathrate hydrates and to relate them with occupation numbers of the different clathrate cage types. In contrast to earlier studies, the effects of temperature, pressure, and quantum dynamical effects were included in the simulations. This provided the necessary data to make direct contact with experimental data. In particular, the frequency ranges systems. The only notable difference between the model system and the periodic system is found for S$^2$: the frequency change is larger by 17 cm$^{-1}$ for the periodic systems compared to the model system at 50 K and smaller by 18 cm$^{-1}$ at 150 K. In other words, the frequency change with temperature is much smaller in the periodic system than in the model system. For the 5$^{12}$6$^4$ cage, frequencies are slightly lower for L$^1$. The increase with additional hydrogens depends on the pressure. In the simulations at 1000 bars, the frequencies increase more rapidly and more linearly with additional hydrogens than in the model systems, in particular in the simulations with the MP2 parameters. The simulation at 1 bar shows in contrast a similar pattern of the frequency change with additional H$_2$ molecules as in the model systems, with a slight decrease in frequency between L$^3$ and L$^4$. It can therefore be concluded that the frequency is not necessarily a linear function of the number of H$_2$ molecules, the change in frequency is pressure dependent and more pronounced at high pressures, which is in contrast to findings in earlier studies which are based on optimized structures and suggest generally a linear correlation between the frequency and the number of neighboring H$_2$ molecules.
over which the H$_2$ vibrations are distributed, agree favorably with experiment.$^5$–$^7$ The changes of the vibrational frequencies with temperature were evaluated and the importance of quantum dynamical effects on the vibrational frequencies was assessed for different clathrate environments. Furthermore, the performance of different force field parametrizations and electronic structure calculation methods were compared.

It was found that for different force fields and at different temperatures, the lowest frequencies are observed for H$_2$ in the singly occupied 5$^{12}$ cage. The frequency is higher for the singly occupied 5$^{12}$6$^4$ cage and increases with increasing cage occupation numbers. While these general findings are the same for force field parametrizations based on B3LYP/6-31G* and MP2/6-31G*, the increase of vibrational frequency with additional H$_2$ molecules per cage is approximately twice as large for MP2/6-31G* electronic structure based on the same structures. Overall, the trends for different clathrate environments are comparable to earlier studies,$^16$ based on the same structures. Overall, the trends for different force field parametrizations and electronic structure calculation methods were assessed for different clathrate environments. Furthermore, the frequency shifts of other clathrates can be rationalized in terms of the loose cage-tight cage model.$^{21, 22}$ This model explains only parts of the frequency shifts in H$_2$ clathrates: a loose cage situation with a favorable interaction between the guest molecule and the cage wall is clearly found for S$^4$ and L$^1$–L$^2$. Additional H$_2$ molecules are shifting the frequencies according to a tight cage situation with unfavorable guest-host interactions, this gradually reduces the frequency shift. However, the loose cage-tight cage model cannot directly explain the difference between S$^1$ and L$^1$. The change of frequency with additional hydrogen per cage depends on temperature, pressure and quantum dynamical effects and is not necessarily a linear function of the number of hydrogen molecules. We found that the 5$^{12}$ cage is more sensitive to the details of the environment and to quantum dynamical effects, in particular when it is doubly occupied. While the frequency of the doubly occupied 5$^{12}$ cage in the model system at 50 K is redshifted by −5 and −13 cm$^{-1}$ with B3LYP/6-31G* and MP2/6-31G*, respectively, it is observed in the blueshifted frequency range in all calculations with the periodic systems. Furthermore, the frequency is found to increase due to quantum dynamical effects. For these reasons it is unlikely that hydrogen clathrates contain a substantial amount of doubly occupied 5$^{12}$ cages, since this would probably result in a separate, blueshifted peak, which has not been observed experimentally so far. For clathrates it is therefore more likely that the 5$^{12}$6$^4$ cages contain larger numbers of H$_2$. The increase of vibrational frequency with increasing H$_2$ occupation in the 5$^{12}$6$^4$ cages is much smaller than for the 5$^{12}$ cages and can be reduced further by quantum dynamical effects. As a consequence, a large fraction of hydrogen located mainly in the 5$^{12}$6$^4$ clathrate cages would result in two peaks in the H$_2$ Raman spectrum, a small peak with a large redshift corresponding to the singly occupied 5$^{12}$ cages and a much larger and only slightly redshifted peak corresponding to high occupations of the 5$^{12}$6$^4$ cages, which is how the Raman spectrum of hydrogen clathrate appears at high H$_2$ pressures.$^2$
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