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Abstract
Ultrafast photochemical processes can occur in parallel with the relaxation of the optically populated excited state toward equilibrium. The latter involves both intra- and intermolecular modes, namely vibrational and solvent coordinates, and takes place on timescales ranging from a few tens of femtoseconds to up to hundreds of picoseconds, depending on the system. As a consequence, the reaction dynamics can substantially differ from those usually measured with slower photoinduced processes occurring from equilibrated excited states. For example, the decay of the excited-state population may become strongly nonexponential and depend on the excitation wavelength, contrary to the Kasha and Vavilov rules. In this article, we first give a brief account of our current understanding of vibrational and solvent relaxation processes. We then present an overview of important classes of ultrafast photochemical reactions, namely electron and proton transfer as well as isomerization, and illustrate with several examples how nonequilibrium effects can affect their dynamics.
1. INTRODUCTION

Since the first direct experimental observations of molecular dynamics in the gas and condensed phases (1–3), ultrafast spectroscopy has emerged into a multidisciplinary and active domain of research. In this review, we present a selection of recent works that give a representative overview of the activities in the field of ultrafast photochemical reactions in the liquid phase.

During the first few picoseconds after excitation, photochemical and photophysical processes are accompanied by various relaxation processes of the nuclear degrees of freedom. In many cases, these relaxation processes are much faster than the studied reaction itself, which leads to the well-known rules stated by Kasha and Vavilov (4). The situation is very different with ultrafast photochemical reactions, in which the reactants start to propagate along the reaction coordinate before the nuclear coordinates have relaxed to the equilibrium configuration of the excited state. Figure 1 illustrates the processes and timescales typically involved in ultrafast photoinduced reactions. Barrierless proton transfer (PT) and electron transfer (ET) may occur on times as short as a few tens of femtoseconds (5–8). Isomerization processes that do not involve large-amplitude motions and bimolecular ET in strongly coupled donor-acceptor (DA) pairs can take place in less than 1 ps (9–13). Comparatively, dynamical processes related to the solvent, such as solvation dynamics, cooling, and diffusional transport, may take much longer, depending on solvent properties such as viscosity (14–17). As there is no separation between the timescales of relaxation and reaction, the relaxation processes may influence or even control the outcome of the chemical reaction.

Conservation of momentum and kinetic energy during photoexcitation leads to the Franck-Condon principle, which states that the configuration of the nuclei is practically frozen during the interaction with the optical field. The solute is thus brought to an electronically excited state, whereas the nuclear degrees of freedom of both the solute and solvent are still in the equilibrium configuration of the solute’s electronic ground state. Hence the internal and external nuclear degrees of freedom are out of equilibrium with respect to the excited-state electronic configuration.

At this early stage within the first hundred femtoseconds after photoexcitation, the chromophore and its first solvation shell undergo the so-called inertial response. The coherent superposition of vibrational levels created during excitation often leads to coherent wave-packet...
Conical intersection: point where two potential energy surfaces of equal symmetry are degenerate and intersect each other

Wave packet: propagating wave function resulting from the coherent superposition of stationary wave functions

Vibrational cooling: heat transport from thermalized intramolecular low-frequency modes to the solvent via vibrational coupling

dynamics in the excited-state potential manifold, which is of quasi-reversible character (18–20). The coupling to fluctuating intra- and intermolecular modes leads to subsequent dephasing and transforms the initial coherent dynamics into kinetics of diffusional character. A special difficulty for the theoretical understanding of these processes stems from the mixture of (a) coherent dynamics on quantum mechanical potential surfaces, (b) collective motion of many degrees of freedom in the first solvation shell, and (c) diffusive dynamics on free-energy surfaces.

Ultrafast chemical reactions are often associated with conical intersections, which, albeit known for many decades (21, 22), have been largely overlooked until quite recently (23). Unlike the intersection of two one-dimensional potential curves of equal symmetry, which results in an avoided curve crossing, an intersection in two or more dimensions leads to a funnel-like region in the potential energy surface. Such a conical intersection permits crossing from the upper to the lower electronic state on an ultrafast timescale. In the resulting non-Born-Oppenheimer dynamics, vibrational and electronic degrees of freedom are strongly coupled, and hence the course of the reaction sensitively depends on the fine-tuning of the potential curves due to solute-solvent interactions and temperature effects, for example. Depending on the coupling to external degrees of freedom, a vibrational wave packet may be enabled or hindered to overcome a small barrier and to enter the active region of a conical intersection situated close to the Franck-Condon active region of the excited state.

Along with their direct impact on photoinduced reactions, all these phenomena tend to increase the complexity of the experimental data. This creates difficulty for the photochemist in separating out the contributions of the different relaxation processes as vibrational cooling and solvent relaxation from the intrinsic population dynamics. With well-separated timescales, changes in transient spectral signatures can safely be attributed to a specific process. Furthermore, the experimental results do not depend on the choice of the excitation wavelength. This is not true for the domain of ultrafast spectroscopy.

Commonly used techniques to study ultrafast photochemical processes are so-called population spectroscopies, such as transient absorption (24) and fluorescence upconversion (25), which monitor the population of excited states and the evolution of their spectral signatures as a function of time. The latter method of course can be applied only to fluorescing species. However, the obtained data are often more easy to interpret as only the population of the emitting state is probed, whereas with transient absorption, the sum of excited-state emission, excited-state absorption, and ground-state bleaching is recorded. Hence it is often difficult to disentangle the corresponding strongly overlapping contributions.

Technically more demanding are coherence spectroscopies such as the photon-echo techniques. Being sensitive to the fluctuating environment of electronic transitions and to couplings between nearby chromophores, they can be used to study relaxation processes of the solvent around a chromophore and to monitor chromophore-chromophore interactions on an ultrafast timescale (26, 27). Transient two-dimensional spectroscopy in the visible and infrared (IR) spectral domain can reveal such couplings and interactions in a fashion similar to two-dimensional NMR spectroscopy, monitoring the dephasing of coupled electronic transition dipoles instead of nuclear spins (28, 29).

2. VIBRATIONAL RELAXATION

The Franck-Condon window of the excitation step often dictates that the upper state may be populated only with some excess vibrational energy. Furthermore, fast internal conversion upon photoexcitation may convert part of the electronic excitation energy into vibrational energy by means of a radiationless vibronic transition. Initially localized mainly in high-frequency modes,
Figure 2

Schematic representation of typical spectral signatures associated with (a) solvation dynamics and (b) vibrational cooling. (a) Owing to the Franck-Condon principle, the electronic excited state is populated out of equilibrium. Subsequent solvent reorganization leads to a dynamic red shift of the emission band. (b) The excess vibrational energy leads to a broadening of the emission at early times. After vibrational cooling, the emission band sharpens.

**Anharmonic coupling**: coupling between different vibrational modes that would vanish in a harmonic normal-mode approximation; because of the anharmonic nature of the corresponding potential curves, the coupling is nonzero.

**Intramolecular vibrational redistribution (IVR)**: intramolecular redistribution of initial excess energy from high- to low-frequency vibrational modes through anharmonic coupling.

This energy is quickly redistributed into the low-frequency part of the vibrational manifold through anharmonic coupling. This process, called intramolecular vibrational redistribution (IVR), leads eventually to a thermally distributed population in the low-frequency modes and permits one to attribute an internal vibrational temperature to the molecule. Intermolecular vibrational relaxation, so-called vibrational cooling, involves the coupling of solute and solvent vibrational modes. The energy in the solute’s nuclear degrees of freedom is transferred to the molecular units in its first solvation shell from which it is dissipated into the bulk.

Excited vibrational states tend to be more extended in space compared to the vibrational ground state and open up new Franck-Condon windows around their turning points. A nonzero population in excited vibrational levels of an electronically excited state therefore tends to broaden transient absorption and emission bands in the visible spectral domain (Figure 2). Pigliucci et al. (16) reported the vibrational relaxation of substituted perylenes in different solvents and observed timescales for the spectral narrowing of a few hundreds of femtoseconds to a few picoseconds. Furthermore, they found that specific solute-solvent interactions such as hydrogen bonding and resonance conditions for low-frequency vibrational modes have a stronger influence on cooling than macroscopic solvent parameters such as the thermal diffusivity do.

It is often stated that IVR occurs prior to vibrational cooling because the intramolecular anharmonic coupling is supposed to be stronger than the coupling to solvent modes, the latter process having been described by means of unspecific pair-impact interactions (30). Strictly speaking, the term vibrational cooling already implies that IVR is complete and an internal temperature has been established before intermolecular vibrational relaxation starts. Indeed, for larger molecules,
vibrational relaxation times ranging from tens to a few hundreds of femtoseconds have been reported, whereas vibrational cooling typically takes place between one and several picoseconds (15, 31). However, the above-mentioned study on substituted perylenes (16) has revealed that vibrational coherences may survive on timescales at which vibrational cooling by the solvent is already fully active, suggesting that the latter can take place in parallel with IVR. Furthermore, the speed of intermolecular vibrational relaxation seems to correlate with the magnitude of the overlap integral between solute and solvent vibrational spectra, rather than correlating with macroscopic parameters such as viscosity or thermal conductivity.

The population in low-frequency vibrational modes tends to downshift frequencies in the vibrational states through anharmonic coupling. In transient mid-IR experiments, one commonly observes red shifts and band broadenings on the red edge of the corresponding transient signals. A special case occurs with ultrafast photocycles in which larger amounts of energy are released to the vibrational manifold of the electronic ground state within a few picoseconds after excitation. Hamm and coworkers (32) demonstrated how to estimate the heat release to a reaction product by comparing measured band shapes with simulations based on knowledge of the anharmonic couplings. The spectral signature of the hot ground state has been used to estimate the amount of heat release and to track the pathway of ultrafast photochemical reactions (33). Interestingly, the band shapes due to hot ground-state populations obtained in these two publications closely resemble each other, despite the quite different molecular system. This seems to justify the assumption of attributing an internal temperature to a chromophore at timescales as short as 1 ps as long as the energy is simultaneously released to a large-enough distribution of low-frequency modes.

Substantial work still needs to be done before a comprehensive picture of the vibrational relaxation in liquids is obtained. Detailed knowledge on how vibrational energy is dissipated into the solvent would allow the possibility of influencing the dynamics or the outcome of a photochemical reaction by varying the excitation energy.

3. SOLVATION DYNAMICS

Along with the intramolecular degrees of freedom, there is in general a contribution from solvent relaxation to be observed as well. Following the same Franck-Condon principle as above, the orientation of the solvent molecules in the chromphore’s first solvation shell right after excitation still corresponds to the equilibrium configuration of its ground state. In subsequent relaxation processes on timescales ranging from tens of femtoseconds to hundreds of picoseconds and even nanoseconds, depending on viscosity, the solvent molecules adapt their configurations toward the equilibrium of the excited state (Figure 2). As far as timescales are concerned, one distinguishes the so-called inertial response on a timescale of a few tens to a few hundreds of femtoseconds and the subsequent collective motion with diffusive character. The latter scales with the solvent’s viscosity and may adopt average values from a few hundreds of femtoseconds in low-viscosity solvents such as water and acetoniitrile to several nanoseconds in highly viscous liquids such as room-temperature ionic liquids (RTILs). The corresponding kinetics are in general highly nonexponential (14).

Two general types of solvation dynamics can be distinguished: polar or dielectric and nonpolar solvation. Nonpolar solvation involves mainly center of mass motion of the solvent molecules. Skinner and coworkers (34) developed a molecular theory that provides a microscopic foundation of Kubo’s (35) stochastic theory of lineshapes in nonpolar media. Berg (36) has elaborated a viscoelastic continuum model based on the solvent’s shear and compression moduli and their relaxation times. Upon ultrafast photoexcitation and the corresponding instantaneous change in size and shape of the solute’s electronic cloud, the solvent cavity adapts itself first by coherent and subsequently diffusive motion. It is important to note that the first coherent or inertial part
within this model results from the finite, quantized mass of the particles in the vicinity of the solute. The corresponding inertia of the solvent molecules in the first solvent shell is responsible for the inertial dynamics, not their molecular structure. Treating the solvent mainly as an elastic and viscous continuum, the dynamic features of nonpolar solvation can be modeled down to a timescale of approximately 100 fs. Effects due to the finite particle size in the regime of the inertial motion on a sub-100-fs timescale are beyond the limits of a continuum theory. Based on this work, Berg and colleagues (37) applied the model to the vibrational echo of myoglobin-CO and discussed the relation between viscosity and the dynamics in the time range of spectral diffusion. Bagchi and coworkers (38) pointed out the close relation between nonpolar solvation dynamics and vibrational cooling in the case of strong solute-solvent interactions. A molecular theory of three-pulse photon echoes in nonpolar fluids was also elaborated on by Everitt & Skinner (39). Fleming and coworkers (40) compared results of their three-pulse photon-echo peak-shift experiments on a quadrupolar solute in different polar and nonpolar solvents with the above-mentioned viscoelastic models and found three distinct timescales: a sub-100-fs component attributed to inertial motion, a slower 2–3-ps component attributed to structural relaxation, and an intermediate timescale of approximately 600 fs of uncertain origin.

Van der Zwan & Hynes (41) pioneered the theoretical treatment of dielectric relaxation processes and introduced the term time-dependent dielectric friction. Their work has triggered a large number of experimental studies. The dielectric response of the solvent, treated as a continuum, leads to the well-known dynamic Stokes shift, which provides straightforward access to the timescales of solvent relaxation. In contrast to nonpolar solvation, polar solvation is mainly induced by the torque motion of polar molecules or moieties, which adapt the direction of their dipoles to the changed reaction field. Maroncelli and coworkers (14) undertook an extensive experimental study of polar solvation, measuring the temporal evolution of the fluorescence emission of coumarin 153 in a long list of solvents of different polarity and viscosity by fluorescence upconversion. More recently, different authors reported on dielectric solvation dynamics observed in ionic liquids with surprisingly differing results (25). A major experimental problem with the upconversion technique, in which the time-resolved emission spectrum has to be reconstructed from single-wavelength kinetics, is the need to calibrate the relative signal intensities over the observation window. The amplitudes of the early time features relative to the bulk of the diffusive relaxation rely on the accuracy with which the steady-state emission spectrum can be recorded in its outer blue wing. Any distortion due to reabsorption, small impurities, and nonflatness of the detector response, for example, can significantly alter the results. Hence differences as large as half an order of magnitude between different publications can be found (25). Ernsting and coworkers (24, 25) used transient absorption and ultrabroadband fluorescence upconversion to decompose the experimental data into different contributions and to isolate the solvent response part on the early timescale.

The various photon-echo techniques allow both nonpolar and polar solvation dynamics to be addressed without the need of fluorescent probes. Whereas population spectroscopies such as transient absorption and fluorescence upconversion record the evolution of the transition frequency averaged over the sample (the so-called Stokes-shift correlation function), coherent spectroscopies monitor the diffusive motion of the transition frequency of the individual molecules within the corresponding band. Its average over the ensemble is called the system-bath correlation function. Within the regime of linear solvent response, these two correlation functions are tightly linked via a Kramers-Kronig relation (42), the so-called fluctuation-dissipation theorem. Hence the correlation functions obtained from the dissipative (population) and dispersive (coherence) dynamics should essentially be the same. Wiersma and coworkers (43) as well as Fleming & Cho (44) worked out this principle from the theoretical side and demonstrated experimentally a match...
between the different approaches within an order of magnitude; however, for technical reasons, different solvation probes were used for the different methods. A systematic comparison under identical experimental conditions still needs to be done.

Over the past few years, RTILs have gathered much interest. Solvation dynamics in RTILs has been studied by various groups with surprisingly differing results (25). Using broadband fluorescence upconversion and time-correlated single-photon counting, Maroncelli and coworkers (45) covered the range from 100 fs to 10 ns and showed that dielectric solvation in RTILs is systematically slower by a factor of three to five compared to predictions from conventional continuum models.

The optical Kerr effect (OKE) and terahertz spectroscopy can be used to investigate vibrational and rotational dynamics in neat solvents. For instance, Turton & Wynne (46) measured the OKE in a wide variety of liquids, from simple rare gas fluids and globular-molecular liquids to aqueous salt solutions, water, and RTILs. Whereas inhomogeneities and corresponding complex dynamics in strongly interacting liquids such as water and RTILs are to be expected, the occurrence of similarly complex dynamics in noble gas fluids is surprising and may be linked to findings on nonpolar solvation dynamics, for which even a single reaction coordinate may induce dynamics on multiple timescales (36).

The multitude of different intra- and intermolecular relaxation processes typically occurring on the femtosecond and picosecond timescales has been successfully described in many cases by means of the phenomenological multimode Brownian oscillator (MBO) model (27, 47, 48). The physical observables of the experimental approaches in ultrafast spectroscopy are mostly the amplitude and frequency of an optical transition coupled to a bath of vibrational modes. The primary solvation coordinate of the two-level system is modeled using a displaced harmonic oscillator in which the displacement depends on the dynamics in the various degrees of freedom. The MBO model establishes an elegant way to incorporate the full range from coherent quantum dynamics to diffusive classical and collective dynamics within a single model.

Book & Scherer (49) studied the influence of intramolecular vibrational dynamics on electronic dephasing using the MBO model. Lazonder & Pshenichnikov (50) discussed the temperature dependence of the optical response in glass-forming liquids within the framework of the MBO model. The obtained modes are tested over a wide temperature range by freezing out parts of the bath oscillations. Fleming and coworkers (51) investigated the protein dynamics of bacteriorhodopsin using photon-echo and transient absorption spectroscopy and found that the experimental results can be simulated using the MBO formalism. They found that only a small number of modes representing known vibrations of the retinal are required to reproduce the experimental data and concluded that the response of the retinal is only inertial because of the covalently constrained, polymeric nature of the protein. Giraud and Wynne (42) pointed out the link between solvation dynamics and the corresponding IR and Raman lineshapes. They used the parameters obtained from a fit to OKE data to simulate the corresponding IR and Raman lineshapes. Ultrafast solvation dynamics in pyrrolidinium ionic liquids has been investigated by Shirota et al. (52). Fitting MBO-based lineshapes to the experimental data reveals three different timescales of the order of 2 ps, 20 ps, and 200 ps to 3 ns, with the last one scaling with viscosity.

It has, however, been pointed out that even solvation dynamics involving only a single solvent coordinate can produce multiple timescales, provided the dynamics on this coordinate is sufficiently complex (36). Accordingly, the link between the response in the frequency domain and the dominant solvent modes can be complicated.

Even though there has been an extensive amount of research by many groups over the past two decades, the level of understanding of dynamic solvation processes remains somewhat qualitative. The technical limitations of the experimental setups employed until recently still prevent us from

---

**OKE**: optical Kerr effect

**MBO**: multimode Brownian oscillator
ET: electron transfer
CS: charge separation
CR: charge recombination
Nonadiabatic process: process involving the jumping from the reactant to the product energy surface

reliable comparisons with theoretical models on a detailed quantitative level. The recent improvements in broadband detection with quantitative photometric resolution (25) will hopefully bring the community a step forward toward an understanding of solvation dynamics that permits not only the prediction but also the fine-tuning of the outcome of ultrafast photochemical reactions.

4. ELECTRON TRANSFER

Electron transfer (ET) can be considered to be the most simple chemical reaction as it involves only the displacement of the smallest chemically relevant particle from one molecular moiety, the donor, to another, the acceptor (53, 54). This is also why these processes are probably the fastest chemical reactions. Indeed, an ET does not involve bond formation or breaking but only some reorganization of intramolecular and/or solvent coordinates. Here we mainly address photoinduced charge separation (CS), i.e., ET between two neutral reactants, and charge recombination (CR), i.e., the decay of the CS product back to the neutral reactant state. As both photoinduced CS and CR are key steps for important applications (55, 56), such as photovoltaics and artificial photosynthesis (57–59), they have been intensively investigated over the past four decades (60, 61).

Experimentally, the dynamics of photoinduced CS can be studied by measuring the fluorescence decay of the excited reactant. Alternatively, transient absorption can be used to monitor the decay of the excited reactant and/or the build-up of the CS state population. However, the CS product often does not fluoresce, and thus the investigation of the CR dynamics is usually performed by transient absorption.

ET reactions with weak to moderate free energy (i.e., $-\Delta G_{\text{ET}} \leq -1$–$1.5 \text{ eV}$) are usually discussed within the framework of the classical Marcus theory as thermally activated processes (62). In this model, thermal fluctuations of some relevant intramolecular/solvent modes, which constitute the reaction coordinate, bring the reactant to a configuration in which its free energy matches that of the product. ET proceeds then by tunneling, and relaxation brings the product state to thermal equilibrium. The classical barrier between reactant and product states decreases with increasing ET driving force, until it vanishes. As a consequence the ET rate constant, $k_{\text{ET}}$, increases with the driving force. This is the so-called normal region. For highly exergonic reactions, ET is better described as a nonradiative transition, and $k_{\text{ET}}$ can be expressed in terms of a Fermi golden rule equation (62, 63):

$$k_{\text{ET}} = \frac{2\pi}{\hbar} V^2 \cdot FCWD,$$

(1)

where $V$ is the electronic coupling between the reactant and product states, and $FCWD$ is the Franck-Condon weighted density of states. The latter term is responsible for the decrease of $k_{\text{ET}}$ with the increasing energy gap between reactant and product states, the so-called Marcus inverted region. ET is thus the fastest at the turning point between the normal and inverted regions, in the so-called barrierless regime. Over the past four decades, there have been many experimental investigations on the driving-force dependence of the ET dynamics to verify these theoretical predictions. The inverted regime has been reported for many different types of ET processes, such as inter- (64, 65) and intramolecular CR (66) and charge shift (67), and intramolecular photoinduced CS (68), but there is still no convincing evidence of this regime for bimolecular photoinduced CS. Here, instead of decreasing, $k_{\text{ET}}$ remains essentially constant and equal to the diffusion limit (69). The origin of this discrepancy is still debated (70, 71). Equation 1 is valid only for nonadiabatic ET, i.e., where $V$ is sufficiently small so that, once the system has reached the crossing point of the reactant and product free-energy curves, the transfer probability is much smaller than one. Thus, in the barrierless regime, the ET rate depends only on this curve-jumping process. Typical ET time constants in this regime are of the order of a few picoseconds. In many cases,
the time constants of ultrafast ET processes are found to correlate with the relaxation time of the solvent in which the reaction takes place (72–74). This is, for example, the case with 3-(p-N,N-dimethylaminophenyl)perylene (PeDMA) (Figure 3) for which intramolecular CS from the dimethylaniline to the excited perylene units takes place with time constants of approximately 700 fs, 2.2 ps, and 72 ps in acetonitrile, DMSO (dimethylsulfoxide), and 1-butanol, respectively, whereas the average solvation times, $\tau_s$, amount to 260 fs, 2 ps, and 103 ps (75). However, CS in PeDMA does not take place in apolar solvents. This dynamic solvent control of ET has been theoretically explained by the fact that all but the reaction coordinate are in quasi-equilibrium during the ET process (76, 77). Therefore, the evolution of the system along the reaction coordinate in principle cannot be faster than vibrational and solvent relaxation. Depending on the relative magnitudes of $V$ and $\tau_s$, the rate-limiting step in ET is thus no longer the curve jumping accounted for by $V$, but the evolution along the reaction coordinate toward the crossing region, determined by $\tau_s$ (76, 77). In other words, if solvation is required to make ET energetically feasible, ET cannot be faster than solvation. As discussed above, solvent relaxation exhibits multiphasic dynamics, and thus partial solvation might suffice to make ET operative (74). This has been observed, e.g., with 3-cyano-10-(p-N,N-dimethylaminophenyl)perylene (CNPeDMA), for which the presence of a

PeDMA: 3-(p-N,N-dimethylaminophenyl) perylene

CNPeDMA: 3-cyano-10-(p,N,N-dimethylaminophenyl) perylene
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**Figure 3**

(a) Transient absorption spectra recorded at different time delays after 400-nm excitation of CNPeDMA (b) in THF, illustrating the decay of the locally excited-state (LES) population, the build up of the charge-separated state (CSS) population, and the shift of the stimulated emission band. (c) Time profiles at the maxima of the two transient bands. (d) Time profiles measured by fluorescence upconversion at wavelengths corresponding to LES and CSS emission. Here the dynamics not only reflects the CS, but also reflects the solvent relaxation of both the LES and CSS.
CN group on the perylene moiety increases the CS driving force (75). In this case, the CS time constants amount to 180 fs and 480 fs in acetonitrile and DMSO, i.e., are faster than the average solvation time but still slower than the fastest solvation components that amount to 90 and 210 fs, respectively.

Well-known cases of CS faster than diffusive solvation involve the quenching of excited chromophores such as Nile blue or coumarins in electron-donating solvents, mostly anilines (78, 79). Typically, the fluorescence decay of the excited acceptor is found to be nonexponential with a dominating \( \sim 100\text{-}fs \) component. Conversely, the diffusive solvation time of anilines is of the order of 10 ps (80). ET faster than solvation can be explained using the Sumi-Marcus model (81, 82), which partitions the reactive coordinates into slow and fast ones. The former are mostly related to diffusive solvation, whereas the latter are associated with inertial solvation or intramolecular modes. In this model, the effective reaction path may differ from the minimum free-energy path if it leads more rapidly to the product. Therefore, the reaction may proceed along a pathway in which the slower coordinate is not fully equilibrated as long as the barrier toward the product is not too high.

ET faster than solvation has also been observed in CR of ion pairs, produced upon direct excitation in the charge transfer (CT) band of DA complexes (83–85). For example, the CR time constant measured upon CT excitation of the trimethoxybenzene/tetracyanoethylene (TCNE) complex is shorter than 100 fs and 140 fs in acetonitrile and valeronitrile, whereas the diffusive solvation time amounts to 260 fs and approximately 4 ps, respectively (84). This indicates that CR occurs in parallel to solvent relaxation, i.e., before solvent stabilization of the ion pair is complete. A consequence of this nonequilibrium dynamics, which can be discussed in terms of a semiclassical variant of the Sumi-Marcus model (82), is that the driving-force dependence of the CR rate constant is no longer bell shaped. Instead, the logarithm of the rate constant increases almost linearly with decreasing driving force, and there is no normal region to be observed (83, 86). This absence of the normal regime arises from the fact that the ion pair population efficiently recombines before reaching equilibrium from which CR would be thermally activated. Another interesting effect is that the CR dynamics of ion pairs produced by direct CT excitation may depend on the excitation wavelength. This effect, predicted theoretically (87, 88), has been experimentally verified with various DA complexes in polar solvents with a diffusive solvation time of a few picoseconds (84, 89). Excitation on the red edge of the CT band resulted in close to exponential CR dynamics, whereas, upon shorter wavelength excitation, the CR dynamics was found to be slower and nonexponential, with a rate increasing with time (Figure 4). In the latter case, the ion pair state is produced further away from equilibrium, and thus some relaxation is required before the system reaches a region at which the Franck-Condon factor for CR is large enough to make CR faster than further solvent relaxation.

Nonequilibrium CR dynamics has also been observed for ion pairs generated upon ultrafast bimolecular photoinduced CS. Whereas conventional ET theory predicted slow CR in agreement with the normal regime, CR rate constants faster by more than three orders of magnitude were observed (13, 90). Such effects had been largely overlooked before because of the insufficient temporal resolution of the experimental setup. Of course, these nonequilibrium effects take place only if \( V \) is large enough so that the ET dynamics is not controlled by the state-hopping probability.

Clearly, intramolecular modes play a crucial role in ET reactions. As vibrational dephasing in the condensed phase can take several picoseconds, the possibility of observing coherent photoinduced ET processes upon ultrashort optical excitation has been investigated (91, 92). Evidence of such an effect has been obtained by Hochstrasser and coworkers (12) upon direct CT excitation of a pyrene/TCNE DA complex in solution. The transient absorption profiles at wavelengths corresponding to the decay of the ion pair population and to the recovery of the ground-state
Figure 4

(a) Time profiles of the transient absorption measured upon photoexcitation at two different wavelengths (480 and 620 nm) in the absorption band of the anisol/TCNE donor-acceptor complex in octanenitrile (b). The transient absorption signal results from TCNE$^-$, and the decay reflects the charge recombination of the ion pair state D$^+$A$^-$. As charge recombination occurs during the relaxation of the ion pair state, its dynamics depends on how far from equilibrium this state has been initially populated (c).

population exhibited a periodic oscillation typical for a vibrational wave packet. The authors concluded that the vibrational coherence observed in the ground-state recovery dynamics resulted not only from stimulated Raman scattering, but also from the coherent repopulation of the ground state by CR. Similar oscillations due to vibrational wave-packet motion were later observed in the CT emission of various excited DA complexes (19, 93). The oscillation frequency was found to depend only on the electron acceptor (e.g., TCNE, fluoranil, and chloranil), not on the donor, and was assigned to an out-of-plane bending mode of the acceptors.

Indications of the involvement of vibrational coherence in ET have also been reported for the photoinduced bimolecular ET quenching of oxazine in a pure electron-donating solvent (94). Periodic oscillations due to vibrational wave-packet motion were found in the transient absorption profiles of the excited-state and ground-state populations. Despite detailed theoretical simulations of the experimental data, evidence of coherent CS could not be firmly established (95). Further investigations by the same group revealed the presence of wave-packet motion on the transient absorption profile of the CS product as well, pointing to the importance of vibrational dynamics on the reaction (96).

Despite these investigations, the effect of vibrational coherence on the dynamics of ET processes in liquids is far from being fully understood. Further studies on the effect of selective vibrational excitation on the dynamics of ultrafast ET processes are required before a clear picture
can be obtained. Of course, in parallel to this, a more detailed understanding of the dynamics of vibrational relaxation in liquids is also needed.

5. PROTON TRANSFER

Similar to ET, proton transfer (PT) reactions constitute elementary steps of important and relevant processes in fields as diverse as chemistry, physics, and biology, while still being among the simplest possible reactions. The apparent similarity of ET and PT has triggered various theoretical descriptions. Marcus (97) obtained a similar expression as for ET reactions, with the most important difference being the absence of an inverted region as long as the reaction coordinate mostly results from bond rupture/bond formation. Agmon & Levine (98) derived a free-energy relationship introducing a mixing entropy, which accounts for the activation barrier, and can adequately reproduce kinetic isotope effects for PT reactions. Eventually, Kiefer & Hynes (99) established that the activation free energy of PT is, similar to the Marcus description of ET, largely determined by the reorganization of the surrounding polar solvent and the zero-point-energy (ZPE) changes associated with the quantum nature of the proton. This is in marked contrast to the above approaches, for which the proton coordinate is the reaction coordinate. These authors distinguished two extreme cases of PT (100). First, in adiabatic PT, the proton is treated quantum mechanically, but no proton tunneling is involved. The latter is a consequence of the fact that the proton ZPE lifts the lowest vibrational level above the PT barrier once the solvent has rearranged. Second, in nonadiabatic PT, in which the two lowest vibrational energy levels of the mode associated with PT fall below the potential barrier, the PT reaction takes place exclusively via tunneling. Given the short tunneling length of PT reactions (25 to 35 Å), low-frequency molecular vibrations can modulate the PT DA distance and thus the coupling, eventually enhancing the observed PT reaction rates (101). These oscillations may also be at the origin of spurious observations of the inverted regime in PT reactions (102, 103). In fact, recent theoretical studies indicate that for PT (and proton-coupled ET), an inverted regime cannot be observed by a simple variation of the driving force (104).

Apart from a few exceptions (105), there has been limited experimental access to the dynamics of PT reactions in the electronic ground state. However, excited-state PT (ESPPT) reactions have gained significant importance in serving as model systems for fundamental chemical reactions (106, 107) as well as in living systems (108–110). As such reactions can be easily triggered by optical pulses, their dynamics can be precisely monitored (111). Photoacidity, i.e., the increased acidity of certain substances in the electronically excited state (112), has been successfully applied to perform pH jump experiments and thus to monitor proton-driven chemical phenomena, such as protein folding, in real time (113–115).

One may visualize two different scenarios for ESPPT, in which the proton donor and acceptor reside either within the same molecule (intramolecular ESPPT) or in different molecular entities (bimolecular or, if one of the reactant partners is the solvent itself, pseudounimolecular ESPPT). Leaving aside the additional complications arising with intermolecular PT reactions (see the sidebar, Diffusional Effects on Ultrafast Intermolecular Reactions), we now briefly look at ultrafast intramolecular ESPPT (ESIPT) reactions in simple organic model systems (Figure 5).

Many of these reactions have been found to be solvent insensitive and to fall into the limit of barrierless adiabatic reactions, making ESIPT as fast as 30 to 100 fs (5–8). In addition, the presence of oscillations due to vibrational wave packets in the observed time profiles allowed the identification of low-frequency deformations of the molecular skeleton, hosting the proton donor and acceptor, relevant for ESIPT. By comparing deuterated and nondeuterated HBT [2-(2′-hydroxyphenyl)benzothiazole], Riedle and coworkers (8) found no kinetic isotope effect,
DIFFUSIONAL EFFECTS ON ULTRAFAST INTERMOLECULAR REACTIONS

Passing from intra- to intermolecular ultrafast processes adds a level of complexity to the interpretation of experimental data. In addition to the aforementioned nonequilibrium population in the internal and external degrees of freedom realized upon optical excitation, the mutual reactant material transport is also not equilibrated. Consequently, the rate coefficients observed just after excitation of one of the reactants are time dependent (Figure 6), leading to the appearance of a nonexponential decay of the reactant population, the so-called transient effect (169–171).

Consistent theoretical descriptions of these phenomena require the use of diffusion-reaction equations. By doing so, we can properly account not only for the mutual reactants’ diffusion, but also for the specificities of the reaction itself, such as its distance and free-energy dependence. This approach has been successfully applied to irreversible photoinduced bimolecular ET (17, 172, 173), PT between photoacids and bases (111, 174), and reversible bimolecular PT from photoacids to the solvent and subsequent geminate recombination of the proton/conjugate base pair (111, 175).

Thus excluding proton tunneling as the main reaction step. Instead, in line with previous findings on HBQ (10-hydroxy-benzo[h]quinoline) by Takeuchi & Tahara (7), the involvement of low-frequency skeletal deformations and the resulting ballistic wave-packet trajectory on the multidimensional potential energy surface were identified as rather general features of intramolecular PT for these types of molecules. In another study, Waluk and coworkers (116) found that in PI [7-(2-pyridyl)-indole] the ultrafast barrierless PT is governed by a large-amplitude phenyl twist rather than by low-amplitude skeletal motions.

Another interesting system is AI (7-azaindole), which can undergo intermolecular double PT in its dimeric state, thus mimicking DNA base pairs and their associated PT dynamics (117, 118). Here, the double PT is found to be strongly solvent-polarity dependent and to proceed in a nonconcerted fashion, i.e., forming an intermediate ionic species (118).

Often the transfer of a proton is significantly influenced or even triggered by a preceding or parallel transfer of an electron between the PT reaction partners. These so-called proton-coupled electron transfer (PCET) reactions, in which a proton and an electron are transferred either

![Structures of molecules exhibiting excited-state intramolecular proton transfer. The normal form has the proton residing on the red functional group and the tautomer on the blue. Abbreviations: HBT, 2-(2′-hydroxyphenyl)benzothiazole; HBQ, 10-hydroxy-benzo[h]quinoline; PI, 7-(2-pyridyl)-indole; AI, 7-azaindole.](image-url)
Figure 6
Time dependence of the bimolecular photoinduced electron transfer rate in solution. At early times, the reaction takes place between reactant pairs at an optimal distance with the intrinsic rate constant \( k_0 \). Once these pairs have reacted, the reaction occurs between pairs, which are increasingly more remote, and thus the rate decreases continuously until it becomes equal to the rate at which pairs are produced by diffusion, \( k_\infty \).

simultaneously or sequentially, have received considerable attention over the past three decades, from both experimental (119) and theoretical groups (120–122), owing to their importance in areas covering such diverse topics as photosynthesis (57), catalysis (123), and hydrogen production (124) or enzyme reactions (125). Here we emphasize only photoinduced PCET reactions, which are relevant for biological processes such as radiation-induced DNA damage (126) as well for the primary events in solar cells (127), and how nonequilibrium processes, triggered by the absorption of light, can affect them.

From a theoretical point of view, PCET reactions are significantly more complex to handle than their individual steps (i.e., ET and PT) (122). The overall PCET process can be dominated by both solute and solvent motion, the timescales of which (and hence those of PT and ET) can strongly vary. In addition, quantum effects, such as tunneling or ZPE, may become important, such as for the description of a pure PT (100). The extent of coupling between the electronic and vibrational states involved (either adiabatic or nonadiabatic), as well as the inclusion or exclusion of the proton quantum effects, allows a multitude of limiting cases to be distinguished for PCET reactions (128). To make things even more involved, the distances between both electron and proton DAs (which are not necessarily the same) can modulate the degree of coupling and thus lead to a distance-dependent transition between these different cases. By analogy to theoretical descriptions of ET rate constants (76), expressions for PCET rate constants have been derived by interpolating between Fermi golden rule and solvent control limits (129).

Another current challenge concerns the modeling of photoinduced PCET processes exhibiting highly nonequilibrium dynamics of both solute and solvent (130). As a consequence, the above-mentioned models for PCET have to be expanded to account for solvent and proton relaxation mechanisms. Hammes-Schiffer and coworkers (131) recently discussed two PCET model systems using multiple scalar solvent coordinates accounting for the ET and PT reactions, by including the dielectric constant, Debye relaxation times, and moments of inertia of the solvents as well as the relevant solute properties for the electron-proton free-energy surfaces.

The experimental studies on excited-state PCET reactions cover a wide range of systems, starting from relatively simple organic photoacids and super-photoacids (112), over PCET in paradigmatic metal-organic complexes involved in photosynthesis (132), to proton and ET in biomolecules such as green fluorescent protein (133).

We discuss two types of prototypic systems exhibiting photoinduced ET and PT to illustrate the complex and sensitive interplay of PT, ET, and nonequilibrium solvent dynamics (6, 134, 135). The molecule 3-hydroxyflavone (system 1 in Figure 7) undergoes an ultrafast (35 fs to 60 fs) PT that is almost completely solvent independent (136). However, as soon as an electron-donating
6. PHOTOISOMERIZATION REACTIONS

Cis-trans isomerization is probably one of the simplest unimolecular chemical reactions that involves neither the transfer of a particle or a group of atoms nor the breaking or the formation of a bond. Whereas cis-trans isomerization around a double C==C bond is associated with a very large...
activation energy in the electronic ground state, it can proceed essentially barrierless in a $\pi-\pi^*$ excited state and, in such a case, can be ultrafast. The photoisomerization of the 11-cis-retinal to all-trans-retinal in rhodopsin is the primary step of vision and takes place on the subpicosecond timescale (10, 137, 138). The theoretical picture of the photoisomerization mechanism has evolved considerably over the past few decades (11). Originally, this reaction was modeled in a one-dimensional picture of the ground- and excited-state potential energies along the C=C twist angle (Figure 8). In this picture, the two energy curves do not intersect but undergo avoided crossing. The excited molecule twists around the C=C bond until it reaches the minimum of the upper potential energy curve, where the twist angle is between the cis and trans conformations and, once there, jumps nonradiatively to the ground-state curve, where it undergoes a further twist toward the product state or backtwist to the initial ground state (139–141). This picture with an avoided crossing between the ground and excited states was not fully consistent with the experimental results as, in several cases, the measured reaction rate constants were much faster than those predicted according to the energy gap law for nonradiative transitions (9, 142, 143). Moreover, there was no direct spectroscopic evidence of the existence of an intermediate state that corresponds to the minimum of the excited-state potential, the so-called phantom state. It is now well established that these photoisomerizations involve conical intersections between the excited- and ground-state potential energy surfaces that can be reached not only by a twist around the C=C double bond, but additionally by distorting at least another intramolecular coordinate (11, 144, 145). For example, quantum chemical calculations of the photoisomerization of stilbene indicated that pyramidalization at one of the ethylenic carbons is required, in addition to C=C double bond torsion, for the excited-state population to reach an $S_1/S_0$ conical intersection (146). Other evidence pointing to the involvement of several modes comes from the viscosity dependence of the isomerization dynamics. Indeed, the C=C bond torsion requires a relatively large-amplitude motion of a fragment of the molecule and should thus be substantially influenced by the frictional drag exerted by the environment. Consequently, these reactions have often been discussed within the framework of Kramers’ theory of activated barrier crossing (147), which in the high-friction regime predicts the isomerization rate constant to be inversely proportional to friction and, if the latter is assumed to be hydrodynamic, to viscosity. This viscosity dependence has been observed in a few cases only. In most cases, the observed rate constant, $k_{\text{iso}}$, correlates with the viscosity, $\eta$, in a power law $k_{\text{iso}} \propto \eta^{-\alpha}$ with $\alpha < 1$ (148). This departure from $\alpha = 1$ has first been ascribed to the failure of the hydrodynamic model to account for the microscopic friction (149). There have been several semiempirical approaches to solve this problem, such as
Figure 9
Comparison of the inversion and rotation mechanisms for the trans-cis isomerization of azobenzene and its derivatives. Inversion proceeds by changing the NNC angle, whereas rotation occurs by rotating the phenyl group about the N=N axis.

the Kramers-Hubbard model, in which local friction is deduced from the reorientational time of the molecule (150), or the use of the translational microviscosity calculated from the Spernol and Wirtz formula (151). Grote & Hynes (152) proposed an extension of Kramers’ theory that accounts for the frequency dependence of friction. Although the experimental viscosity dependence of $k_{\text{iso}}$ could be well reproduced with this model (153–155), the values of the best-fit parameters were not physically reasonable. This discrepancy was explained by the involvement of coordinates other than the double bond twist, which are not taken into account in these one-dimensional models. The introduction of additional coordinates allows isomerization without large-amplitude motion and can account for the weak viscosity dependence observed in some cases. For example, the so-called hula twist, which involves the simultaneous rotation around the C==C double bond and an adjacent C-C single bond (156), has been demonstrated for 2,2′-previtamin D and dimethylstilbene, which both undergo photoisomerization in low-temperature glasses (157, 158). Such a mechanism has also been invoked to account for the weak viscosity dependence of the photoisomerization of the green fluorescent protein chromophore in solution (159, 160), as well as for the ultrafast photoisomerization of retinal in the binding pocket of rhodopsin (156). In the latter case, such a concerted mechanism has been confirmed by femtosecond stimulated Raman spectroscopy (FSRS) (10).

Azobenzene and its derivatives constitute another important class of photoswitches with applications in biology (161), use in molecular motors (162), or light-driven switching devices (163). Unlike stilbene, azobenzenes have two possible mechanistic pathways for trans-cis isomerization, namely the stilbene-like rotation around the central N=N double bond and inversion about one of the two nitrogen atoms (164). Whereas initial experimental observations pointed toward a rotational mechanism upon $S_2 \leftarrow S_0$ excitation and an inversion mechanism for $S_1 \leftarrow S_0$ excitation (32, 165), recent structural investigations using either FSRS or time-resolved photoelectron spectroscopy point toward inversion as the dominant mechanism under all excitation conditions (166, 167). Using FSRS, Hoffman & Mathies (168) proposed the following isomerization mechanism for a DA substituted azobenzene derivative (Figure 9). Initially, CNN angle bending (inversion) leads to a bifurcation, in which a small portion of the population continues undergoing CNN bending as well as additional phenyl torsional motions [along the CCNN, CNCN (rotation), and NNCC bonds] to give the cis product within 800 fs, while the remainder of the population
bends back along CNN, yielding the vibrationally hot ground state of the \textit{trans} state (after 2–3 ps). This latter investigation shows that the continuous improvement and development of novel spectroscopic and theoretical tools will probably lead to a comprehensive understanding of the mechanisms underlying these ultrafast processes.

### SUMMARY POINTS

1. IVR and solvent relaxation often influence or even control the outcome of photochemical reactions. The present level of understanding of the involved coupling mechanisms and timescales needs to be refined by means of systematic studies with improved quality of experimental data.

2. The origin of the differences in experimental results on the Stokes-shift correlation function obtained in different laboratories has to be identified and the quality of experimental data improved to be able to quantitatively test fundamental assumptions, such as the validity of the regime of linear response for particular solvents and the applicability and limits of continuum models for solvation dynamics.

3. Photoinduced ET reactions can take place on similar or even shorter timescales than solvent and vibrational relaxation. In this case, the observed dynamics deviates from exponentiality and can depend on the excitation wavelength.

4. The effect of vibrational coherence on ET reactions still needs further investigation.

5. Barrierless PT reactions can be as fast as tens of femtoseconds.

6. There are several mechanisms for proton-coupled ET reactions. Depending on the structure and dynamic properties of solutes and solvents, ET can precede, accompany, or follow PT.

7. \textit{Cis-trans}-type photoisomerization reactions around a double C==C bond occur via conical intersections between the excited- and ground-state potential energy surfaces. In most cases, other coordinates than just the twist angle around the C==C bond are involved in the reaction, minimizing large-amplitude motion and thus allowing isomerization to take place in constrained environments.
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