Energy Distribution Curves of Ultrafast Laser-Induced Field Emission and Their Implications for Electron Dynamics

Hirofumi Yanagisawa,1,* Matthias Hengsberger,1 Dominik Leuenberger,1 Martin Klöckner,1 Christian Hafner,2 Thomas Greber,1 and Jürg Osterwalder1

1Physik Institut, Universität Zürich, Winterthurerstrasse 190, CH-8057 Zürich, Switzerland
2Laboratory for Electromagnetic Fields and Microwave Electronics, ETH Zürich, Gloriastrasse 35, CH-8092 Zürich, Switzerland

(Received 22 March 2011; revised manuscript received 14 July 2011; published 16 August 2011)

Energy distribution curves of laser-induced electron pulses from a tungsten tip have been measured as a function of tip voltage and laser power. Electron emission via tunneling through and/or excitation over the surface barrier from photoexcited nonequilibrium electron distributions are clearly observed. The spectral shapes largely vary with the emission processes and are strongly affected by electron dynamics. Simulations successfully reproduce the spectra, thus allowing direct insight into the involved electron dynamics and revealing the temporal tunability of electron emission via the two experimental parameters. These results should be useful to optimize the pulse characteristics for many applications based on ultrafast laser-induced electron emission.
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Applying strong electric fields to a metallic tip with nanometer sharpness enables electron emission via tunneling into the vacuum (field emission), producing continuous electron beams with high brightness and coherence [1–5]. Illumination of such tips by femtosecond laser pulses in combination with a moderate dc voltage applied to the tip has realized pulsed field emission with spatiotemporal control with femtosecond and nanometer resolution, making it attractive for both basic research and new applications like time-resolved electron microscopy, spectroscopy, holography, and also free-electron lasers [6–9]. However, the detailed spectral and temporal characteristics of such electron pulses with respect to variation of the relevant experimental parameters are as yet poorly known. Therefore, optimal conditions for their generation remain to be established.

So far, their emission mechanisms have been intensively studied [6–18]. It is reported that different processes become dominant depending on the strength of the optical fields on the tip apex [6,7,10,11,13]. For relatively weak fields, single-electron excitations by single- and multiphoton absorption are prevalent, and photoexcited electrons are tunneling through the surface potential barrier (photoassisted field emission) or emitted over the barrier (photoemission). On the other hand, very strong fields largely modify the tunneling barrier and prompt field emission from the Fermi level (optical field emission).

Here, we used low-intensity laser pulses whereby electron dynamics due to strong-field effects are not supposed to be observed [17,18], and we characterize the laser-induced field emission from a tungsten tip spectrally and temporally by measuring electron energy distribution curves (EDCs) at high resolution, and by simulating transient EDCs for various laser powers and dc voltages. The results show spectral and temporal tunability via the two experimental parameters.

Figure 1(a) schematically illustrates our experimental setup. A tungsten tip with its axis along the [011] crystal direction is mounted inside a vacuum chamber (9 × 10−11 mbar). Laser pulses are generated in a Ti:sapphire oscillator (center wavelength: 800 nm; repetition rate: 76 MHz). The temporal spread of the laser-pulse intensity profile is estimated to be roughly 100 fs in FWHM just at the tip apex. The laser light was focused to 4 μm (1/e2 radius) onto the tip apex. Linearly polarized laser light was used,
with the polarization vector parallel to the tip axis. The tip can be heated to clean the apex and also negatively biased for field emission. A pinhole plate with phosphor coating was mounted in front of the tip to observe emission patterns from the tip apex, and to define a specific emission site for electron spectroscopy. A hemispherical analyzer (VG: CLAM2) is used to measure EDCs of the emitted electrons passing through the pinhole. The tip can be moved along five axes as used in our previous work [7,8]. The tip axis is set to be orthogonal to the pinhole plate.

A photograph of the experimental setup is shown in Fig. 1(b). The field emission pattern of the clean tungsten tip can be observed on the phosphor plate where the most intense electron emission is observed around the [310]-type facets. The emission sites are highlighted by green (gray) areas with white edges on the schematic front view of the tip apex in the inset of Fig. 1(b). The pinhole is positioned at the edge of a [310] type facet, which is roughly indicated by a circle in the inset. Note that the selected site is also the most intense emission site in the laser-induced field emission [7,8].

Figure 2(a) shows an EDC of field emission at a tip voltage \( V_{\text{tip}} \) of \(-2300\) V. The peak of the spectrum defines the Fermi energy \( E_F \) at 0 eV. The spectrum shows a typical asymmetric peak, which can be understood by the diagram in Fig. 2(a). The field emission current is influenced by two factors: (1) the electron occupation number and (2) the transmission probability through the surface barrier [1,2,19,20]. The occupation number is given by an electron distribution function \( f(E) \), which is the Fermi-Dirac distribution function in the case of field emission, and the transmission probability depends exponentially on an area of the surface barrier indicated by the hatched area. Therefore, the positive energy side of the spectrum falls off due to a rapid decrease of the occupation number, while the negative energy side falls off because of the exponential decay of the transmission probability due to the increase of the surface barrier area. Thus a typical field emission spectrum shows such an asymmetric peak. An energy spread of 0.21 eV was observed, which is close to the value measured with 1 meV energy resolution in previous work [0.19 eV] [21], confirming our reasonable energy resolution.

Upon low-intensity laser irradiation, the electron distribution is modified by single-electron excitations due to multiphoton absorption, resulting in a nonequilibrium distribution characterized by a steplike profile as illustrated in the upper panel of Fig. 2(b) [15,22,23]; the width of each step corresponds to the photon energy \( h\nu \) (=1.55 eV). Here we identify the step edges of one-photon excitation (1PE), 2PE, and 3PE as shown in Fig. 2(b). In a real situation, however, the excited electrons relax mainly by electron-electron (e-e) scattering on a time scale of a few femtoseconds, which is shorter than our laser pulses. As a result, the electron dynamics is reflected in a smeared electron distribution, as shown in the lower panel of Fig. 2(b). This feature should be reflected in the EDCs.

Figure 2(c) shows an EDC of laser-induced field emission at \( V_{\text{tip}} = -2300\) V and a laser power \( P_L \) of 50 mW. The spectrum shows the field emission peak undisturbed with identical shape and intensity as in Fig. 2(a), and additional peaks at the 1PE and 2PE edges are clearly observed. The latter show the same asymmetric shape as the field emission peak. Thus, photoassisted field emission is confirmed experimentally. Regarding the relative intensities, photoassisted field emission from 2PE is much higher than that from 1PE even though the occupation number at 1PE is higher; this is because the transmission probability at 2PE is quite high. Note that photoassisted field emission from 2PE has not been observed for excitation with a continuous-wave laser [24]; these electron distributions are supposed to be largely different from our case.

An EDC at \( V_{\text{tip}} = -500\) V and \( P_L = 50\) mW is displayed in Fig. 2(d). In this spectrum, the nonequilibrium...
electron distribution function becomes more noticeable. Field emission and photoassisted field emission processes are suppressed due to the low dc field, and photoemission over the surface barrier dominates, for which 3PE is required. The peak shows a spectral shape completely different from that of field emission. The peak maximum is located at approximately 0.65 eV below the 3PE edge. Since the transmission probability is unity throughout the photoemission regime, the peak shape reflects more closely the electron distribution function. Therefore the spectral shape indicates a strong modulation of the electron distribution due to e-e scattering processes.

Further investigations of the spectral shapes were done by systematically measuring EDCs for various tip voltages and laser powers as shown in Fig. 3. These spectra show a smooth parametric transition between field emission, photoassisted field emission and photoemission. As a rule of thumb, with decreasing tip voltage and increasing laser power, the photoemission process becomes dominant, which is consistent with previous work [8,12,13]. Throughout the whole range of experimental parameters, no clear onset of optical field emission is observed, which would be characterized by reentrant strong emission at $E_F$. The inset of Fig. 3 shows a characteristic increase of intensities as a function of laser power for each excitation order at $V_{tip} = -2300$ V. The field emission (FE) intensity remains constant.

The influence of electron dynamics in the emission was clarified by simulating transient EDCs. The basic approach was the same as that used in Refs. [15,23,25,26]. e-e interaction, electron-phonon (e-p) interaction, and single-electron excitation by single-photon absorption are included in a system of Boltzmann’s equations to obtain the temporal evolution of the distribution function of the electron gas and the phonon gas. Fermi-Dirac and Bose-Einstein distributions at room temperature were assumed as initial conditions. The collision terms that describe e-e and e-p scattering were given in Refs. [23,25], and the term for the electron-gas excitation by the pump pulse was given in Ref. [26] as

$$H(E, t) = C_{exc} F(t)_{gauss} \left[ \sqrt{E - h\nu f(E - \nu)}[1 - f(E)] - \sqrt{E + h\nu f(E)}[1 - f(E + \nu)] \right],$$

(1)

where $F(t)_{gauss}$ is a Gaussian function with a maximum of unity and a temporal spread of 100 fs in FWHM, and $C_{exc}$ is an excitation constant which is proportional to the laser power and is used as a fitting parameter in our simulations. To calculate e-e and e-p scattering, we used free-electron and Debye models with a Fermi energy of 9.2 eV [27], a Debye temperature of 400 K [28], and a sound speed for longitudinal phonons of 5220 m/s [29]. Calculation of EDCs were done by using the Fowler-Nordheim theory, as in previous work [7,8,15].

In the simulations, a laser pulse is moved in 0.2 fs steps from $-200$ to $1200$ fs across the emission site, where the time zero is defined when the pulse maximum meets the emission site as shown in the schematic diagram of Fig. 4(a). Note that the time steps were refined until convergence was reached at 0.2 fs. Electron distribution functions and EDCs were calculated at each time step. The resulting transient EDCs were integrated over the entire time interval. EDCs of field emission without laser excitation were also calculated for the rest of one period of the laser-pulse repetition cycle (approximately 10 ns), and added to the EDCs from the first 1400 fs; the resulting time-integrated EDCs were normalized at the maximum intensity. Thus obtained simulations were compared with the measured EDCs normalized at their maximum intensities. Quantitative comparisons based on the absolute intensities were not done because the transmission function of the spectrometer is not well known. There are only three

![FIG. 3 (color online). Measured and simulated EDCs for different tip voltages (dc fields $F_{dc}$) and laser powers [excitation constant $C_{exc}$ appears in Eq. (1)]. The work function $\Phi$ of 4.592 eV was used for the simulation. All the spectra are normalized at their maximum values. The measured EDCs are shown as dots, and the simulated EDCs as lines. Magnified spectra are also shown in the spectra at $V_{tip} = -2300$ V as circles for the experiments and lines for the simulations. The inset (bottom left) shows the measured laser power dependence of intensities for each excitation order ($V_{tip} = -2300$ V). These intensities were obtained by integrating intensities over the respective energy regions: field emission (FE) is for $-1.2$–0.3 eV, photoassisted field emission and photoemission from 1PE for 0.3–1.85 eV, 2PE for 1.85–3.4 eV and 3PE for 3.4–4.95 eV. The lines are fitting curves with power functions; exponents are 1.3, 2.1, and 3.2 for 1PE, 2PE, and 3PE, respectively.](image-url)
fitting parameters: (1) the work function $\Phi$, (2) the dc field $F_{dc}$, and (3) the excitation constant $C_{exc}$. Fitting was done first by adjusting these three parameters at one particular setting of the tip voltage and laser power ($V_{tip} = -500$ V; $P_L = 50$ mW), and then by simulating time-integrated EDCs for the other settings by scaling up or down $F_{dc}$ and $C_{exc}$ according to the corresponding tip voltage and laser power. This procedure was iterated until reasonable fitting was obtained for all settings.

Figure 4(a) shows simulations at three time steps. The electron distribution at $-100$ fs shows a clear multiple step character, but due to the scattering processes the distribution function becomes more and more smeared out as time goes on. Accordingly, the transient EDCs change their shapes and peak positions with time, showing a relaxation of photoexcited electrons to lower energies. The resulting time-integrated EDCs are in good agreement with the corresponding experimental EDCs as shown in Fig. 3 at $V_{tip} = -500$ V and $P_L = 50$ mW. The obtained fitting parameters of $F_{dc} = 0.502$ V/nm and $C_{exc} = 4.25\times10^{-5}$, $\Phi = 4.592$ eV, were cut to show only transient electron distribution. The three EDCs for the other settings by scaling up or down together with corresponding simulation curves (solid lines). The data points below 1 eV were cut to show only transient electron distribution. (c) Temporal line profile of the simulated electron pulse.

FIG. 4 (color online). (a) Schematic diagrams and examples of simulations at three time steps. Transient electron distribution functions (upper) and EDCs (lower) are shown. The three EDCs are not drawn to scale. The following fitting parameters were used: $F_{dc} = 0.502$ V/nm, $C_{exc} = 4.25\times10^{-5}$, $\Phi = 4.592$ eV. (b) Fermi-Dirac and time-averaged transient electron distribution extracted from field emission and photoassisted field emission spectra at $V_{tip} = -2300$ V together with corresponding simulation curves (solid lines). The extracted data were normalized to be 0.5 at 0 eV and then multiplied by (laser-pulse cycle)/simulation period. The data points below 1 eV were cut to show only transient electron distribution. (c) Temporal line profile of the simulated electron pulse.